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Abstract

In this paper, a comprehensive class ©,(E, E,, E,) of univalent functions is examined in light of the
recent findings on binomial distribution. Additionally, we provide some requirements for the func-
tions B, v, ¢), B(4, w, ¢)b and the operator L(A, y, ¢) defined by the binomial distribution to be in
these subclasses. This study will motivate the authors to discover new sufficient requirements, not
only for binomial distributions but also for numerous other special functions. Additionally, we sum-
marize many previous studies.

Key words and phrases: Analytic, univalent, binomial distribution, Poisson distribution, Bernoulli
distribution.
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1. Introduction and Preliminaries

The binomial distribution is one of the most significant distributions in probability and statistics
distribution that can be used as a model for a number of real-world issues. It has applications in
the domains of biology, health, social sciences, quality control, finance, and the results of surveys
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or experiments with binary responses. The first people to deduce special examples of it were Pascal
(1679) and Bernoulli (1713).

The number of successes in a r-sized sample that is drawn with replacement from a A-sized pop-
ulation is commonly modeled using the binomial distribution. The distribution that results is hyper-
geometric rather than binomial if the sampling is done without replacement because the draws are
not independent. But when A is significantly greater than z, the binomial distribution is still a good
estimate and is frequently utilized.

The binomial distribution g(A, w) for any random variable is given by
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when A > 7, then g(A, w) =0

When w is small and A is big (Aw is moderate), the Poisson distribution and the binomial distri-
bution are connected. Similarly, when A = 1, the Bernoulli distribution and the binomial distribution
are related.

Let the class of analytic and univalent functions A defined in the open disk 2= {¢c € C: |¢| < 1} and
given by

be)=c+) ac (1.1)
=2
Also, denote by A~ the subclass of A of functions of the form
b(g)zg—Zargr, a, 20, ceE. (1.2)
=2

Recently, Nazeer et. al [16] introduced the following power series whose coefficients are probabil-
ities of the binomial distribution:
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Consider the series

- @-n!
B(A,m,¢) =26 ~T(4,m,5) = ¢ - ZW

and making use of the convolution (¥), let the linear operator B(\, w, ¢)b : A~ — A~ be defined as:

© —_1)!
B(2,@,6)b=B(2,a,5) *b(¢)=c~ a _(j) ,(17); DI
=2 : :

- w)ﬂ el G EE, (1.3)
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The aims of this paper is to introduce the following comprehensive subclass © (E,, E,, E,) of the class
A~, that extend a number of earlier subclasses of analytic function defined in Z.

Definition 1.1. ([12]) A function b € A~ is belongs to the class © (E,, E,, E,) if and only if

i(Elrz +Eyr+ By )| < ¥, (1.4)

=2

where £, E,,E, € R and ¥ > 0.
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By suitably specializing the real constants E, E,, E, and ¥ in Definition 1.1 we get various sub-
classes of analytic functions with negative coefficients were taken into consideration in a number of
works. For examples, we offer the subsequent subclasses:

(1) A function b € C(u, ) =0 __ (0, 2, —cos u — k) if and only if

cosu-k

NgE

(27 —cos u —«)|a,| < cos u — .

||
[

T

(2) A function b € U(u, ) =0 __ (0, 2, — cos u — k, 0) if and only if

cosp-K

0

r(2r—cos,u—1<)
=2

o, |<cosu—K.

(3) A function be 502“3 (61,63)=0,_, (0,4, +1,-¢;(¢; +¢)) if and only if

i(f(@ +1) = &3( + 8y))|e, | <14,

=2

(4) A function be Q;g (£1,6,) = ®1_§1(§2 +1,-¢,(&; +4,),0) if and only if

S (26 4D - 446+ 5))

=2

a,|<1-¢.

The classes C(u, ) and U(u, ) were introduced and studied in [17] whereas the classes go; ($1,¢5)
and g;3 (¢,,¢,) were introduced and studied in [14]. ‘

Remark 1.2. The class 0,(E,, E,, E,) leads to various subclasses of analytic functions with nega-
tive coefficients presented and examined by a number of authors, such as the subclasses, UCT(a,
p) and PT(a, p) ([4]), T(r, ,6) and C(7,6) ([1]), S'(e, ) and C(a, p) ([9]), P)(a) and Qj(a) ([2]) and other

subclasses.

Recently, several researchers determined necessary and sufficient conditions using hypergeomet-
ric functions (see for example, [8]), generalized Bessel functions (see for example, [6]), Poisson dis-
tribution series (see for example, [3, 7]), Struve functions (see for example, [13]), normalized Wright
functions (see for example, [11]) and Pascal distribution series (see for example, [5, 15]). In this
paper, we determine conditions for the functions B(4, w, ¢) and B(4, w, ¢)b to be in the general class
0.(E,, E, E,). Furthermore, we estimate certain inclusion relations between the class Y*3 (p,,p,) and

5
B j B(A,@,s)
0 S

0.(E, E, E,). Finally, we give conditions for an integral operator L(4,w,¢) ds to be in

the class ©,(E,, E,, E,).

2. Necessary and Sufficient Condition

In this section, we give a necessary an sufficient condition for the function B(4, w, ¢) to be in the class
ek, E, E,).

Theorem 2.1. The function B(J, ®, ¢) is belongs to the class ©(E,, E,, E,) if and only if
Ea*(A-1)(1-2)+BE, + E)a(A-1)+(E, + E, + E)F y(A, @) < ¥



Al-Hawary T, et al., Results in Nonlinear Anal. 8 (2025), 131-140 134
where
S (l 1) A—7— 1
Fo(Z,@) = TZM o @) (2.1)
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Proof. From the inequality (1.4) and the function B(A,@,5)=¢— Z o @ (l-@) " ¢" it
suffices to show that =2 (A-7)(z-D)!
> A-1)! _ _
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2 r=(r-1)+1; ©.2)
o =(-D)(E-2)+3(r-1)+1,
we get
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= Ea*(A-1)(A-2)+BE, + E))a(A-1)+(E, + E, + E,)f (A, @) < V.
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3. Inclusion Properties

For p, € (0, 1], p, <1 and p, € (C - {0}, a function b € A is belongs to the class @(p,,p,) if it satisfies

1-p, +p,b'(5) -1

\b6)
s

<1, <1.
O,
2p5(1=py) +(1—py) c +pb'(s) -1

The class Gs(p,,p,) was introduced by Swaminathan [18].
Lemma 3.1. [18] If b € G’s(p,.p,) of the form (1.1), then

2|py| (1= py)
o | 2T
op(r-D+1

re N-{1}.

Theorem 3.2. Let b € G’s(p,,p,), and the inequality

@TE, (A -1)+(E, + E,))Fy(A,@) < _AaY
2|P3|(1 = Py)

is satisfied where F (4, w) is given by (2.1), then B(4, w, )b € O (E,, E,, 0).
Proof. Let b € G’s(p,,p,), by the inequality (1.4), it suffices to show that

e !
Z(E172 + Ezr)&w’_l 1-a)*" aT| <VY.
gy (A-)(r-1)!
By Lemma 3.1
ks —1)!
Z(Elr2 + Eﬂ')Awﬁl (1-a) e,

= (A-7)(z -1)!
= (E7+Eyr)(A-1)!

S2|p3|(1_pQ)g(pl(r—1)+1)(/1—r)!(r—1)!

Moreover, since p,(z - 1) + 1 > 7p, we have
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Since the final equation, which is bounded above by ¥, the proof of Theorem 3.2 is completed.
4. An Integral Operator L(4, w, ¢)
Theorem 4.1. Let the integral operator L(A, w, ¢) is given by
5
Liia,g) =] LT gy o <1, @)
0 s
then L(A, , ¢) € O(E , E,, 0) if and only if
oE (A-1)+(E, + E,))F (A,@) <Y
where F (4, w) is given by (2.1).
Proof. Since
N 14-D! g A
L(A,@,6)=¢— g (l-@) ¢’
Z; G-0lc-)!"
then by the inequality (1.4) it suffices to show that
N 2 “A-D! 1 e
;(Elr + Ezz') Ty o (1-w)
S A-1! 1 i
= Er+E)———— 1-
;( ) o e i” P
<V,
Similar to proof Theorem 3.2, we get
] _1)!
Z(E172 + Ezz') (-1 o '1-a)""
prs t(A-o)!l(r -1)! (4.2)

SoE(A-1)+(E, + E)f ;(1,@)< V.

Theorem 4.2. If the integral operator L(, w, ¢) is given by (4.1), then L(J, @, ¢) € O(E,,

only if

E, E) if and
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EF,(A,@)+BE, + E)I y(A,m)+ (B, + E, + E)I y(A,m) < V.

where
PRI S G ) ST
1 = A-7-3)(z+3)r! ,
= > %(1 1) “’1 _ A-1-2
Fo(A@)= Z D E—y Gl (1-o) ws)
and
= (A-1! .
Fy(A,@) = Z;‘(i— o - (4.4)
Proof. Since
= y (A{ 1)' r 1 A-1 ‘r
L(/l,w,g) =¢ - 22 ;t T)’(T 1)y (1 ZU)

then by the inequality (1.4) it suffices to show that
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5. Corollaries

Specializing the coefficients £, E,, E, and ¥ in our Theorems, we obtain numerous results, some of
them have been previously examined by numerous authors. For example:
Let E, =0, E,=2, E,=—cos u —k and ¥ = cos u — k in Theorem 2.1, we get the following corollary.

Corollary 5.1. The function B(4, w, ¢) € C(u, «) if and only if
20(A-1)+(2—cos u—x)f (A, @) < cos u — k.

Let E =2, E,=—cos u—k, E, =0 and ¥ = cos u — k in Theorem 2.1, we get the following corollary.
Corollary 5.2. The function B(, w, ¢) € U(u, ) if and only if

20 (A —1)(A —2) + (6 — cos u — k)@ (A —1) + (2 —cos u — K)F , (1, @) < cos uu — k.

Let E =2, E,=—cos u—k, E, =0 and ¥ = cos u — k in Theorem 3.2, we get the following corollary.
Corollary 5.3. Let b € @:(p,.p,), and the inequality

py(cos u— x)

2o @cos im0 A m) <o T )

is satisfied, then B(A, @, ¢)b € U(u, K).
Let E, =2, E,=-cos u—«, E,=0and ¥ = cos 4 — kx in Theorem 4.1, we get the following corollary.

Corollary 5.4. If the integral operator L(A, ®, ¢) is given by (4.1), then L(4, w, ¢) € U (u, ) if and only
if
20(A-1)+2—-cosu—x)f (A, @)<cosu—«

Let E,=0,E,=2, E,=-cos u—xand ¥ = cos 4 — k in Theorem 4.2, we get the following corollary.
Corollary 5.5. If integral operator L(4, w, ¢) is given by (4.1), then L(A, w, ¢) € C(u, «) if and only if
(6—cosu—x)fy(A,@)+(2—cos u—k)F ;(A,@)<cos u—k.
where I (A, ©) given by (4.3) and F ,(1, w) given by (4.4).

Let E, =0, E,=(,+1, E, =, + ) and ¥ =1 -, in Theorem 2.1, we get the following corol-
lary, which returns to [10, Theorem 2.1].

Corollary 5.6. The function B(A,@,¢) € 8023 (&,,¢,) if and only if
(G +Da(A-1)+({, —5(8 + &)+ DF (4, @) <1-¢.
Let E, =, +1, E,=-,(, +{), E,=0and ¥ =1 -, in Theorem 2.1, we get the following corol-

lary, which returns to [10, Theorem 2.2].
Corollary 5.7. The function B(A, w, ¢) € G*gg (¢, + &) if and only if

(& +Da”(A-1(A-2)+B(&, +1) - &(& + &))a(A-1)

&y = &3(8 + &) + DF o (4, @)

<1-¢;.

Let E,=(,+1, E,=-((, +{), E;=0and ¥ =1-{ in Theorem 3.2, we get the following corollary,
which returns to [10, Theorem 3.2].
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Corollary 5.8. Let be G (p,, p,). If

Aal=¢)

7@ -DA-m) + - y(ha) < gr s

then B(1,w,5)b e G; (£1,85)-

Let El =(,+1L E == +(), E,=0and ¥ =1-{, in Theorem 4.1, we get the following corol-
lary, which returns to [10, Theorem 4.1].

Corollary 5.9. If the integral operator L(A, w, ¢) is given by (4.1), then L(}, w, ¢) € G;S (£1,¢,) if and
only if

o(l-w)(A-D+ A -wF (4 <1-C,.
LetE =0,E,=(,+1, E,=-(.({,+{)and ¥ =1-{, in Theorem 4.2, we get the following corollary.

Corollary 5.10. If the integral operator L(A, w, ¢) is given by (4.1), then L(A, @, ¢) € 502“3 (&1,¢,) if and
only if

1 -w)f (4 )+ (1 -wF (4 ©) <1-6.
where I (A, ©) given by (4.3) and F ,(4, w) given by (4.4).

Remark 5.11. If we put £, =0, E, = (1-,y9), E,=6(y-1),¥Y=1-6and E, = (1 -y), E,=6(y- 1), E, =
0, ¥ =1 - 4, respectively, we get the sufficient and necessary conditions for functions in the classes
T(y, 5) and C(y, 5) obtained by Nazeer et. al [16].

6. Conclusions

By applying the binomial distribution, we determine the necessary and sufficient requirements for
the functions B(4, w, ¢), B(4, @, ¢)b and the operator L(4, @, ¢) to be in the inclusive subclass 0 (F ,
E,, E). Further, our main results can lead to several additional new results by suitably specializing
the real constants E, E,, E, and ¥ in other subclasses of analytic functions with negative coefficients
introduced and examined by a number of writers, as mentioned in Remark (1.2) and other classes.
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