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Qualitative and numerical analysis to a  
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using Riemann-Liouville and Caputo operators
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This paper introduces a model of the fractional Stefan Problem(SP) to linear convection and diffusion 
forces. We assess the memory effect in the studied model. Rescaling technique is used to reduce the 
fractional PDEs under some restrictions. The fractional derivative method, particularly Riemann-
Liouville and Caputo derivatives, is used to derive the given model. The self-similar solutions and 
the interface function are estimated to the time fractional SP model including boundary and Stefan 
conditions. In addition, we estimate an approximated numerical solution the time-fractional convec-
tion-diffusion equation by applying the Sumudu decomposition method (SDM). The proposed method 
depends on applying the Sumudu transform of the Caputo fractional derivative operator and then 
using the fractional integral of Riemann-Liouville. Furthermore, a special solution to this model is 
valid and applicable.
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1. Introduction

A partial differential equation that describes the heat dispersion in a phase-changing material is 
called a Stefan Problem(SP). A significant divergence of the Stefan Problem between pressure-driven 
liquid infiltration into a gas-filled Hele-Shaw cell and the porous medium is discussed in [1, 2].  
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For the SPs mentioned above, there are two different ways to find appropriate governing equations. 
The liquid fraction shows a leap discontinuity across the melt interface in the conventional method, [3], 
also known as the sharp-interface model. In the second method, a diffusive interface with a finite thick-
ness separates the solid and liquid. The enthalpy technique [1, 4] and the phase-field approaches [5–7] 
are instances of this latter approach. The change in liquid fraction that occurs over a temperature 
range and implicitly defines an interface thickness is assumed to be the enthalpy method. Here, the 
subject of concern is how the introduction of memory into a system modifies the phrasing of problem. 
The focus should be on determining whether the diffusive interface approach to the sharp interface 
remains true in the presence of a vanishing it’s thickness when memory is taken into consideration in 
the flux formulation, by looking at the derivation of both models of a Stefan melting problem. Tracking 
the solid-liquid interface while a pure solid melts at the phase transition temperature is the quintes-
sential example of a SP. An originally isolated domain W is involved in an appropriate geometry.

Figure 1: The model of melting problem with the (diffusive–sharp) interface function.

As this process proceeds in a physical setting, the liquid phase WL and the solid phase WS will be 
separated by a well-defined moving interface h(t). The rate at which the solid can accumulate the 
latent heat L needed for melting governs the motion of this interface. According to the sharp-interface 
model, the position and speed of the contact are directly linked to the latent heat memory, which is 
lumped. In this research, we aim to investigate the process of medium-phase transition, where non- 
local in-time effects are observed in the diffusion with advection force. Our motivation came from the 
studies in [8–10], in which we assume that the time-fractional Riemann-Liouville derivative of the 
temperature gradient represents the non-locality in time and the advective-diffusive flux

F x t u x t u x tx( , ) ( , ) ( , )= ¶ -( )-1 a l � (1)
where l b a= G( )  is the plasma velocity. We estimate and derive the time-fractional SP for convec-
tion-diffusion equation based on the assumption in Eq.(1). The fractional Caputo derivative is used 
in place of the time derivative to characterize the sharp-interphase model that was produced in [7]. 
This problem has been attempted to be solved on multiple occasions in the past few years. The exis-
tence of weak solutions in non-cylindrical domains with defined bounds was demonstrated by the 
authors in  [10]. In [11] the Hopf lemma was proved with appropriate regularity assumptions. It’s 
also important to note the publication [12] where the unique solution to this issue was discovered. In 
[13], the convergence of the diffusive interface does not approach to the sharp results. This prompts 
researchers to look closely at Stefan’s fractal model of time, see [14–16]. Other alternative formula-
tions of time-fractional SP have been considered in [17, 18]. Under the least regularity assumptions, 
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we develop in this study the sharp results with non-local flux provided by Eq.(1). The problems involv-
ing phase change over the time are typically nonlinear in nature, so there is considerable interest in 
finding analytical solutions that found in [19], but we also get more boundary conditions. Finally, we 
discover a self-similarity solutions to the problem that did not considered carefully in [20]. Let us con-
sider the domain W = (0,l ) in R. Let t = 0, and W can be divided into WL = (0, x0) which is a liquid domain 
and WS = (x0,l ) is a solid domain. The enthalpy function E cu H= +r r f  is defined from [8, 9], where u = 
(x,t) is the temperature at point x 2 W and time t,f represents the latent heat, r is the density, c is the 
volumetric specific heat and H is the latent heat of fusion. To assume that f has the following formula

f =
ì
í
î

1
0

in�
in�
W
W
L

S

,
. � (2)

F(x,t) is defined as the flux at x 2 W and time t. Let V = (a,b) Ò W and define the energy conservation 
has the formula

¶
¶

= - >òt E x t dx F a t F b t t
V

( , ) ( , ) ( , ) . for all 0 � (3)

From the Mean Value Theorem [21], the equation Eq.(3) becomes
u u u x t tt x xx= - + Î -{ } >b hW ( ) , .� 0 � (4)

and
¢ = ( ) - ( ) >-h b h h( ) ( ), ( ), , .t u t t u t t tx 0 � (5)

with h = h(t) represents an interface function such that
b h h b h hu t t u t t u t t u t tx x( ), ( ), lim ( ) , ( ) ,( ) - ( ) = -( ) - -( )éë ù-

® +
 

0 ûû .

I f x x f da a

xa a

a
z z z( )

( )
( ) ( ) .= -ò -1 1

G � (6)

The Riemann-Liouville fractional derivative(RLFD) and Caputo fractional derivative (CFD) are intro-
duced respectively as follows

¶ = = -éë ùû
- -

a a a af x d
dx
I f x D f x d

dx
I f x fa a a a( ) ( ), ( ) ( ) ( ) .1 1 0 

From [21, 22], Assuming that the RLFD with regard to the time variable provides the flux for  
a 2 (0,1). In Figure (1), h(t) represents the phase interface, decomposing W on the liquid and solid 
parts. Let V t V tS S( ) ( )= ÇW , and V t V tL L( ) ( );= ÇW  then, (3) takes the form

d
dt

u x t dx d
dt

u x t dx u a t u a t
V t V t x
L S( ) ( )

( , ) ( , ) ( , ) ( ,ò ò+( ) + = ¶ --1 1 a l )) ( , ) ( , ) ,( ) - ¶ -( )-1 a lu b t u b tx � (7)

To integrate w.r.t. time and assume that the gradient is bounded, we get

V t V V t VL L S S
u x t dx u x dx u x t dx

( ) ( ) ( ) ( )
( , ) ( , ) ( , )ò ò ò+( ) - +( ) + -1 0 1

0 0òò
= ¶ -( )( ) - ¶ -( )- -

u x t dx

u a t u b t u a t u b tx x

( , )

( , ) ( , ) ( , ) ( , ) .1 1a al � (8)
The total enthalpy is added to the starting enthalpy plus the time average of the variations in local 
fluxes at the endpoints of V. Using the diffusive flux supplied by Eq.(1), we obtain the fractional SP 
from the stationary case Eq.(3). We must impose specific regularity constraints on the temperature 
function u = (x,t) and the phase interface h(t) in order to perform so rigorously. Initially, we take t* to 
be positive.
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where we denote W W( , ) ( , )( , ) : ( ), ( , ) , : ( , )
h h

ht
x

tx t x t t t D t x t* *= < < Î{ } = Î*0 0  and {{ }
The initial-boundary conditions for the SP in standard setting are considered as follows 

u x u x( , ) ( ) ,0 00= ³  and u t u tD( , ) ( )0 0= ³  or u t u tx N( , ) ( ) .0 0= £
In particular, if u uD0 0, ,º  or u uN0 0, º  then u º 0.  Otherwise, we expect

¢ >h ( )t 0 (Hyp.2)
That denotes the solid state melting. We observe that the temperature in the solid disappears when 
we take the one-phase SP into consideration. Thus, the flux is provided by the formula and is nonzero 
only in the liquid portion of the domain, that is, in W(h,t*).

F x t
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( , ) ( , ) ( , ) ,
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Equations (10) and (2-3) imply that
d
dt

u x t dx F a t F b t
V tL ( )

( , ) ( , ) ( , ).ò +( ) = -1 � (10)

To get an advantage of the last regularity assumptions, we consider
¢ Î × Î Î*

-h h¥
h
a( ) ([ , ]) ( , ) ( , ( )) (( )t L t D u t L t txloc  and  for�0 0 01

1 ,, ),t*  (Hyp.3)

where,
u x t d

dt
I u x t u x ta( , ) ( , ) ( ( ), )= -éë ùû
- -1 1a h

Now, we will derive the SP which represents the first result of this study.

2. Derivation the Fractional SP

The mathematical equation that describes the diffusion difficulties has attracted the attention of 
numerous academics over the years. Cherniha and Serov [23] were giving the non-linear diffusion 
equations a fresh analysis and accurate solution. New modification equations were derived by Kuske 
and Mileniski [24] for the hexagon-style in reaction-diffusion systems. These systems exhibit more 
non-linearities than Smith-Hohenberg models or Rayleigh-Bernard convection. Matano et al. [25]
investigated the interaction and diffusion equations using the spatially heterogeneous interaction 
term. If this reaction’s term coefficient is far higher than the dispersion coefficient, the strong inter-
face between two separate phases will be visible. They demonstrated that the motion equation for 
this interface includes a drift term even though drift was absent from the original diffusion equations. 
The researchers in [26] investigated the uniqueness and existence of the solution to the self-similar-
ity of diffusion equation. A study was performed to examine fast gas flow models by heating various 
materials using a microwave and by porous media. A nonlinear diffusion-advection-reaction model 
is being investigated in [27] and [5, 6]. Fractional derivatives offer more accurate representations 
of real-world issues than integer-order derivatives. Because of their numerous uses in science, frac-
tional PDEs have proven to be a useful tool for describing the diffusion processes [27], viscoelasticity 
and electrical phenomena [28]. The Fractional PDE was discovered that, when taken along the time 
scaling limit, fractional time derivatives typically appear as infinitesimal generators of the time evo-
lution. Therefore, the need to clarify the ideas of equilibrium, stability states, and temporal evolution 
at the long-term limit justifies the significance of looking into fractional equations. To find the approx-
imate solutions, a variety of effective approaches have been presented for solving fractional partial 
differential equations. The double Laplace formulas for partial fractional derivatives were developed 
by the authors in [29], and they can be used to solve a fractional heat equation under specific initial 
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and boundary conditions. They use the fractional complex transform approach in [30] to study the 
transport equations in fractal porous media.

The Fractional Stefan Problem for the Diffusion Equation is a mathematical model that extends 
the classical Stefan problem, incorporating fractional calculus. The classical Stefan problem involves 
the phase change, like ice melting into water, and is governed by a diffusion equation with a moving 
boundary where the phase change occurs. The key concepts of the SP includes Classical SP that 
involves the heat equation, a type of diffusion equation, which models heat transfer in a medium. The 
moving boundary, known as the Stefan boundary, separates different phases (e.g., solid and liquid). 
The position of this boundary is part of the solution. The problem is typically defined by partial dif-
ferential equations with boundary conditions that include a latent heat term. Another concept is 
fractional calculus that extends the concept of integer-order derivatives and integrals to non-integer 
(fractional) orders. This allows for more accurate modeling of processes that exhibit memory or hered-
itary properties. In the context of diffusion, the fractional derivative can describe anomalous diffusion 
where the rate of diffusion varies differently from the classical (integer-order) case. Moreover, the 
concept of Fractional SP combines the classical Stefan problem with fractional derivatives, leading 
to a fractional diffusion equation. The time fractional derivative is often a Caputo derivative or a 
Riemann-Liouville derivative, which generalizes the time evolution in the diffusion process. This 
fractional approach allows modeling of more complex phase-change processes that may not follow 
standard diffusion laws, capturing effects like non-locality and long-term memory. The boundary con-
ditions and the equation for the moving boundary (Stefan condition) are modified to incorporate the 
fractional nature of the diffusion process. The applications of Fractional Stefan Problem is relevant 
in areas such as the freezing modeling and thawing of soils or the solidification of magma, describing 
phase transitions in materials with complex thermal properties, and modeling tissue freezing and 
thawing. Now, let us consider the sharp SP with the boundary condition u t th( ), ,( ) = 0  and under the 
assumptions (Hyp.1)-( Hyp.2), the flux is given by Eq.(1) and Eq.(3) that indicates to the following 
equation
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Additionally, u and h are functions associated by the formula
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Moreover, if (Hyp.3) is satisfied, then we the following boundary condition
lim ( ) , ( ) ,


 
® +

-( ) - -( )éë ùû =0
0l h hu t t u t tx � (11)

It is important to note that [13] examined the fractional SP with the flux provided by the Riemann-
Liouville derivative. Nevertheless, the authors were able to derive the subsequent set of equations

D u x t u x t u x txx x
a l( , ) ( , ) ( , )- + = 0 � (12)
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D t u t t u t tx
ah b h h( ) ( ), ( ),= ( ) - ( ) � (13)

The second result of this work will be discussed by finding self-similar solutions to the time-fractional 
SP in the region

W = Î Î < <{ }( , ) : , ( , ); ( ) .x t x t x t � �0 0¥ h � (14)
The left boundary condition will be imposed with the assumption h(0) = 0. We shall formulate the 
problem in the following theorem

Theorem 2.1. Let assume that (Hyp.1)-( Hyp.2), and Eq.(3) with the flux given by Eq.(1), then the SP 
is formulated as follows 
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Proof. To apply the energy conservation principle for a subset V and time t 2 (0,t*), and obtain the 
system of equations from Eq.(10), and We look at two scenarios:

•	 If V t tÍ ( ) " Î *0 0 0, ( ) , ( , )h  from (Hyp.2) such that

V x x
d
dt
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	 The fractional integral I(1–a) is applied w.r.t. the time variable using the assumption (Hyp.1), and 
since V Í ( )0 0, ( )h  is arbitrary, we get
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If a!h(t), and by (Hyp.1), then it becomes as follows
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From Eq.(6), we consider the operator I ah
a

-
-
1

1
( )  to both sides of Eq.(20), we have

1
1

1
11 1G G( )

( ) ( , )
( )

(
( )

( )

( )-
- +

-- -ò ò ò-

a
t

t
t t

ah

a h

ha

t

a

t

a

t
t d

d
u x dxd tt u d

t d
d

p u
a

t

a

-

=
-

- -

¢-

- -
- -ò ò

t t t

b
a

t
t

t

a

h

a

h

t a

) ( )

( )
( ) ( ) (

( ) ( )G 1 1 1
1 aa p dpd

t d
d

p u
a

t

a x

, )

( ) ( )
( ) ( ) (

( ) ( )

t

a a
t

t
t

h

a

h

t a-
-

- -
- -ò ò- -1

1 1 1
1

G G
aa p dpd, ) t � (21)

From (Hyp.1) then u a Lx
a( ,.) ( )Î ¥ W  and, the right hand side of Eq.(21) that can be rewritten as follows
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We apply the Fubini’s technique to the first part of Eq.(21), to get
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Applying the substitution t h= -1( ),x  we get
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We anticipate that ux(.,t) may exhibit single behavior at the phase transition point. As a result, we 
proceed with extreme caution. Assuming e > 0 and a t< -h( ) ,  (Hyp.1) yields
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Adding Eq.(25) to Eq.(24), it becomes
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To select an arbitrary á where áÎ ( ( ), ).h 0 a  To calculate as in Eq.(26) for á instead of a, we get that
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To subtract Eq.(27) from Eq.(26), then we get
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It remains to show Eq.(11). From Eq.(27) and Eq.(29) we infer that
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Also, from using Eq.(30) and the proof of Theorem 2.1.

3. Estimating the Self-Similar formula 

In this section, we will use the rescaling technique to get asymptotically self-similar. Also, proof of 
Theorem 3.1 will be considered.

Lemma 3.1. Let u(x,t) be a solution of the SP (15)–(18). This solution is asymptotically equal to the 
solution of the following problem 
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u t( , )0 = g � (33)
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G
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Proof. Now, we use the recalling technique to reduce the SP (15)–(18), and calculate it by using resca-
ling function uk(x,t) and then lim ( , ) ( , )k ku x t u x t® =¥  which solves

D u x t u x t t x
x xxh
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=
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This equation satisfies the diffusive flux where h h( ) ( ) ,0 < < <a t b  we obtain Stefan’s condition
d
dt

u x t dx u a t
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dt
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To calculate the left hand side and apply u(h(t),t) = 0, we get
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t
x

d
dt
u x t dx t d
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If a!h(t), then by (Hyp.1), we obtain that
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Therefore, the problem(31)-(34) is satisfied.

Lemma 3.2. If f(z) represents a self-similarity formula, then the interface function exists and 

h z
a

( )t t= 1
2 � (35)

for some positive z1. If we denote
z z a

0 1
2

= - � (36)

then we may write
h z a- =1

0
2

( )x x � (37)

let uk be rescaling function as previous assumption in proof of lemma 3.1. The functions u and uk solve 
the same equation. From Eq.(37), we conclude the functional equation s kx k s x( ) ( )=

2
a  and 

¢ =
-( )
-( ) =

®
s kx

s x k

x k
s x
xk

( ) lim
( ) ( )

1

1

1
2

2
a

a

and it yields the limit form as k!1, and implies s x x( ) = z a
2
 and for more details in [9,10].

Theorem 3.3. Let the SP(31)-(32), (34) have a solution that has interface function h in Eq.(35). The reg-
ularity of u is supposed, "t > 0 and some h > 1, assuming u t L t u t L t h tx xx(., ) , ( ) , (., ) ( ) / , ( ) .Î ( ) Î ( )1 10 h h h  
Then, the function f is defined as follows 
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f u x t u f tx( ) : ( , ) ( , )z z a= = ( )- and 1
2

� (38)

satisfies f́  Î ( ) Î ( )é
ë

ù
ûAC  z z z za a

0 0
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0 0
2 2

, , , ,h f C h  and for z z zaÎ( )0 0
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f ( )z 0 0= � (40)
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Both the Eq.(39) and the regularity of f imply 

lim ( ) ( )
( )

.
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a
z z z
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and Eq.(41), implies that
¢ =f ( ) .z 0 0 � (43)

Proof. From the existence and uniqueness of the solution u that solves the SP (31)–(34), then rescaling 
function uk is represented solution of the SP with,

z a= -tx 2/ , � (44)
and the shape function f is defined in Eq.(38). The transformation from the predicted regularity prop-
erties of u to the properties of f is given in theorem 2.1. Furthermore, we will demonstrate that Eq.(34) 
implies the vanishing of the derivative of f at point z0 by rewriting the criteria Eqs.(31), (32), and (34) 
in terms of f. We apply Eq.(38) to the Eq.(31) and do some calculation. Also, we assume that p x= -t a2/ ,  
then we get
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t

h
a

z

a
ta

t t t
a- =

-
-ò -

1
0

2

1
1( ) ( , )
( )

( ) ( , )/G

from change variable from t to r
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Using these findings in equation Eq.(31) and the value of h provided by Eq.(35), where z a= -tx 2/ ,  then 
we get
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To demonstrate that Eq.(40) holds, then u t t u t th z a( ), , ./( ) = ( ) =1
2 0  By using Eqs.(36) and (43), we shall 

now demonstrate the regularity results

z

¥
z z

0
ò ¢ < ¥f d( ) . � (45)

From Eq.(45) we obtain in the similar way that

z

za

z z
0

2
0( )/

( ) .
h

f dò ¢¢ < ¥ � (46)
Then the condition ¢Î éë ùû( )f AC hz a

0
2, /  is satisfied from estimating Eq.(45) and Eq.(46), and 

f C hÎ ( )2
0

2
0z za, /  for the absolute continuity of f ′ in Eq.(39). The suggested regularity result is obtained. 
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To rewrite the Eq.(34) that pointers to Eq.(41). To fix a t h tÎ( )h h( ) / , ( )  and substitute p a= -t a( / ) .2  
Also, we use the integration by part and then according to the continuity of second derivatives to f 
in z za0

2
0, ,/h( )  and we use the same calculation as in [10] and since f ′ is absolutely continuous and 

I f fz
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hence for every x xÎ ( , ),z 0 0  it implies lim .( )
( ) ( )x
f x

x® - -
¢

-

-

= ( )z z
a z

aa0 0
1

0
2

2
2

2G  Thus, in particularly f ′(z0) = 0, that 
makes the proof of theorem 2.1, is done.

It should be noted that the opposite is also true. From regressive calculations, the following result 
will be considered.

4. Numerical Analysis by the SDM

Numerous authors have studied fractional order PDEs in recent years using a variety of techniques, 
including the variational iteration method(VIM), the homotopy perturbation method and the Laplace 
transform(LT), Laplace homotopy perturbation method and the homotopy analysis technique, see 
[34–36]. We apply the Sumudu decomposition method(SDM) to fractional derivatives, and use it to 
solve initial value fractional differential equations in [37]. The authors of [35, 37] examined a number 
of Sumudu transform(ST) properties using this knowledge to create simple and effective methods for 
handling ordinary and partial differential equations. There is clearly a desire to learn more about this 
change and apply it to a variety of mathematical and physical research challenges. The ST, which 
is linear and bilateral with scale and unit preserving properties [36], can be utilized to solve a wide 
range of difference and differential equation problems without the need for a new frequency domain. 
We use the ST to solve the generic form of a time-Fractional diffusion equation

D u x t u x t u x t n nt xx x
a l a( , ) ( , ) ( , ),= - - < £�for� 1 � (47)

where Dt
a  is the fractional Caputo derivative(FCD) of order a respect on the time variable. and I0

1( )-a

is the fractional integral of Riemann-Liouville in the time variable of order 1 – a, defined for every 
summable function u as

I u x t t u x d
t

0 0
11a a

a
t t t( , )

( )
( ) ( , )= -ò -

G � (48)

Then the FCD of order a respect on the time variable is defined as follows

D u x t I u x t t u x dt t
t

t
a a a

a
t t t( , ) ( , )

( )
( ) ( , )= =

-
-- -ò0

1
0

1
1G

� (49)

The Mittag-Leffler function(MLF) is an essential function that is widely used in fractional calculus. 
The MLF solves non-integer order DEs in the same way as the exponential does for integer order 
DEs. The exponential function is actually a very particular variation among an infinite number of 
this function that appears to be used by everyone. Eq.(47) provides the conventional definition of 
Mittag-Leffler.
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0 1
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The exponential function corresponds to a = 1,

1
0 1

( )
( )

t t
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e
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+
=

=
å
¥

G
� (51)

Moreover, it is typical to express the MLF as two arguments, a and b, so that



Aal-Rkhais HA, et al., Results in Nonlinear Anal. 8 (2025), 41–59� 51
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 � (52)

The ST is defined over the set of function
 = $ > < Î - ´ ¥{ }u x t C u x t Ce tt jj( , ) , , , ( , ) ( ) [ , )||/  � �if�m m m

1 2 0 1 0

by the following formula

 u x t
v
u x t e dt vt v( , ) ( , ) , ,/éë ùû = Î -( )ò -

0 1 2
1¥

m m � (53)

In Belgacem et al. [36], demonstrated that the ST represents the theoretical dual to the LT. As a 
result, one should be able to compete with it on a large scale for solving of the problem. Many of the 
ST’s unique qualities are discussed and summarized in [36]. Some other features of the ST are con-
sidered as the following:
(1)	 S[1] = 1,
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(3)	   u x t v x t u x t v x t( , ) ( , ) ( , ) ( , ) éë ùû = éë ùû éë ùû
The ST of the fractional derivative presented by using Caputo operator as follows
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5. Mathematical Analysis of Sumudu Decomposition Method

The linear time-Fractional diffusion-convection equation(1) is introduced with an initial data
u(x,0) = f(x)� (55)

Apply the SDM to Eq.(47), then it becomes
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Then, we obtain
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Using the convolution theorem and the inverse ST on both sides of Eq.(56), we can now obtain
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It can be written in the form, and l = 1
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Now, describing the solution as an infinite series provided below
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Substitution of equation (58) in Eq.(57) leads to
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By comparing both sides of the Eq. (59), we get
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Finally, we approximate the analytical solution u(x,t) by truncated series:
u x t x t

n n( , ) lim ( , )=
®¥
f � (60)

where fn kk

nx t u x t( , ) ( , )=
=

-å 0
1  is the sequence of partial sums to the series (59).

6. Numerical Experiments

Example 6.1. Solve this one-dimensional linear inhomogeneous fractional diffusion equation(FDE): 

D u x t u x t
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=
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From equation (59), we apply SDM 
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From the sequence of partial sums, we get
fn nx t u x t u x t u x t u x t( , ) ( , ) ( , ) ( , ) ( , )= + + + +0 1 2 

and by substituting the above solutions, it becomes 
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Thus, making use of the MLF definition in a single parameter, the problem’s solution is provided by 
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Then from equation(60)
u x t x E t( , ) sin( ) ( ).( , )= -a

a
1 � (63)

The Eq. (63) for a = 1 is approximate to the form u x t x e t( , ) sin( )= -  which is the exact solution of Eq. 
(61) for a = 1.

Example 6.2. Solve this one-dimensional linear inhomogeneous fractional PDE: 

D u x t u x t u x t
u x e
t xx x

x

a ( , ) ( , ) ( , ),
( , ) ,

= +

= -

2
0 � (64)

From equation (59), we apply SDM 
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From the sequence of partial sums, we get
fn nx t u x t u x t u x t u x t( , ) ( , ) ( , ) ( , ) ( , )= + + + +0 1 2 

and by substituting the above solutions, it becomes
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Thus, making use of the MLF definition in a single parameter, the problem’s solution is provided by 
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Then from equation (60)
u x t e E tx( , ) ( ).,= --
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The Eq. (66) for a = 1 is approximate to the form u x t e x t( , ) ( )= - +  which is the exact solution of Eq. (64) 
for a = 1.
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Example 6.3. The solution this one-dimensional linear inhomogeneous fractional diffusion 
equation(FDE):

D u x t u x t u x t
u x u x e x
t xx
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From equation (59), we apply SDM 
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From the sequence of partial sums
fn nx t u x t u x t u x t u x t( , ) ( , ) ( , ) ( , ) ( , )= + + + +0 1 2 

and by substituting the above solutions, it becomes
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Thus, making use of the MLF definition in a single parameter, the problem’s solution is provided by 
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Then from equation (68)
u x t e xE tx( , ) ( ).,= + --

a
a
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The Eq. (69) for a = 1 is approximate to the form u x t e xex t( , ) = +- -  which is the exact solution of Eq. 
(67) for a = 1.

7. Numerical Results and Discussion

The numerical solution of the Cauchy problem(CP) represented the time-fractional diffusion-advec-
tion equation (1) with the initial condition u0(x) = f(x), can be described and illustrated in above three 
application examples. The numerical values in Figure 2 represents the approximate solution u(x,t) 
of the CP(17) in Example 6.1. The numerical solution approximated to the exact solution uExact given 
by equation (19) through different values of t and x = 1, 0.9, 0.8 and 0.7; with values a = 1,0.9,0.8 and 
0.7 for Example 6.1. In Figure 2, we observe that the approximate solution for Example 6.1 decreases 
when t increases and for fixed values of x. In Figure 4, the approximate solution u(x,t) of the CP(17) in 
Example 6.1 show the graph through different values of x,t when a = 1,0.9,0.8 and 0.7; respectively. 
Therefore, both graphs in Figure 3 and Figure 4 come close to the exact solution uExact for 0 < a ≤ 1. 
Now, the approximate solution u(x,t) of the CP(20) to Example 6.2 is described in Figure 5. The numer-
ical values approach to the exact solution uExact given by the equation (22) through different values of 
t and x = 0.75,1.5,2.25,3.00; with values a = 1,0.9,0.8 and 0.7; for Example 6.2. Figure 5, we observe 
that the approximate solution for Example 6.2 decreases when t increases for fixed values of x, for  
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0 < a ≤ 1. In Figure 6, the approximate solution u(x,t) of the CP(20) in Example 6.2 show the graph 
of the approximate solution among different values of x,t when a = 1,0.9,0.8 and 0.7; respectively. 
Similarly, we discuss the approximate solution u(x,t) of the CP(23) to Example 6.3 in two figures. In 
Figure 7, the numerical solution is illustrated through different values of t and x = 0.75,1.5,2.25,3.00; 
with values a = 1,0.9,0.8 and 0.7; for Example 6.3. In this case, we observe that the approximate solu-
tion decreases when t increases for fixed values of x. Figure 7 shows the approximate solution u(x,t) 
of the CP(23) in Example 6.3, approach to the exact solution uExact given by the equation (25) among 
different values of x,t when a = 1,0.9,0.8 and 0.7; respectively. We can determine from the preceding 
reasoning and the numerical answers that the absolute error is extremely tiny, indicating that the 
suggested SDM is very successful in providing the analytical solutions for the time-fractional diffu-
sion-convection equation with ease and without the need for any assumptions.

Figure 2: For Example 6.1, (a) x = 0.25; (b) x = 0.50; (c) x = 0.75; (d) x = 1.0; and among different 
values of t when a = 0.7, 0.8, 0.9, 1.0; it shows the graphs of the approximated solutions.

Figure 3. For Example 6.1, (a) a = 0.7; (b) a = 0.8; (c) a = 0.9; (d) a = 1.0; and for various values of x 
and t; it shows the graphs of the approximated solutions.
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Figure 4: For Example 6.2(a) x =0.75; (b) x = 1.50; (c) x = 2.25; (d) x = 3.00; and among different 
values of t when a = 0.7, 0.8, 0.9, 1.0; it shows the graphs of the approximated solutions.

Figure 5: For Example 6.2, for (a) a = 1.0; (b) a =  0.9; (c) a =  0.8; (d) a =  0.7; and for various values 
of x and t; it shows the graphs of the approximated solutions.
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Figure 6: For Example 6.3 (a) x = 0.75; (b) x = 1.50; (c) x = 2.25; (d) x = 3.00; and among different 
values of t when a = 0.7, 0.8, 0.9, 1.0; it shows the graphs of the approximated solutions.

Figure 7: For Example 6.3, for (a) a = 1.0; (b) a = 0.9; (c) a = 0.8; (d) a = 0.7; and for various values of 
x and t; it shows the graphs of the approximated solutions.

8. Conclusion

Under three hypotheses, we derived the Fractional SP with boundary and Stefan conditions in Theorem 
2.1. The fractional derivative method, particularly Riemann-Liouville and Caputo derivatives, was 
used to find approximated solutions of the SP under some restrictions. After that, the rescaling tech-
nique was used in Lemma 3.1 to satisfy the asymptotic solutions. The self-similarity solutions and the 
interface formula were obtained for the time fractional Stefan problem in Theorem 3.3. Finally, we 
estimated the numerical solutions for the time-fractional convection-diffusion equation considered by 
using the SDM. The fractional integral of Riemann-Liouville was used in conjunction with the Caputo 
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fractional derivative operator to the suggested method. Therefore, the SDM is incredibly effective and 
powerful in numerical solutions for the time-fractional convection-diffusion equation. The computa-
tions and graphics were all done with the MATLAB software to prove the usefulness and validity of 
the proposed method, illustrative examples were provided.
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