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The Blasius equation is a well-known third-order nonlinear ordinary differential equation that can 
be found in some fluid dynamics boundary layer problems. In this paper, we convert the nonlinear 
differential equation to an integral equation, this integral equation has a shifted kernel. Our goal is 
to propose an efficient modification of the standard Adomian decomposition method, combined with 
the Laplace transform, for solving the Blasius equation. The main impediment to solving the Blasius 
equation is the absence of the second derivative at zero. Once this derivative has been correctly evalu-
ated, an analytical solution to the Blasius problem can be easily found; as a result, we use our approx-
imate solution to estimate the value of y″(0), also known as the Blasius constant. Understanding the 
Blasius constant is essential for calculating shear stress at a plate. Furthermore, once this value is 
determined, we have the initial value problem, which can be solved numerically.
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1. Introduction

Blasius [1] introduced the Blasius equation, a third-order nonlinear two-point boundary value prob-
lem, which serves as a cornerstone in understanding the steady flow of viscous incompressible fluids 
over semi-infinite flat plates. This equation, formulated as:
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ay t y t y t t'''( ) ( ) ''( ) ,+ = < <0 0 ¥  (1)
with boundary conditions:

y y y( ) , ( ) , ( ) ,0 0 0 0 1= = =¢ ¢ ¥  (2)
describes the non-dimensional velocity distribution within the laminar boundary layer of such plates. 
Here, a represents a constant dependent on the fluid and the plate’s characteristics, while t signi-
fies the dimensionless distance parameter and y(t) denotes a dimensionless function. This equation 
encompasses two classical forms, corresponding to a = 1 and a = 2, respectively.

While exact analytical solutions for the Blasius equation are challenging to obtain across its entire 
domain due to its nonlinear nature, several approximation methods have been developed. Significantly, 
researchers have developed practical solution methods such as the variational iteration method [2,3], 
explicit approximate solutions [4] based on the fixed point theorem [5], and the Adomian decompo-
sition method [6]. Moreover, innovative techniques like the Adomian Mohand transform method [7] 
have enhanced our understanding and precision in addressing the Blasius problem.

Moreover, recent advancements include novel approaches such as semi-numerical schemes [6], 
analysis utilizing the Laplace transform [9], and investigations into laminar flow behavior [11, 12]. 
Homotopy perturbation methods [13] and various other studies [14, 15, 16, 17] have also made sig-
nificant contributions to this domain. The reader can consult earlier studies that offered compa-
rable approaches to solving nonlinear differential equations, such as [18], and others that offered  
novel approaches is the RCW method (Rahmanzadeh-Cai-White) [19]. The RCW method is among the 
most appealing and successful approaches for solving ordinary differential equations numerically.

The main innovation of our research lies in our unique approach to transforming the traditional 
Blasius equation into an integral equation, which incorporates a shifted kernel. This transformation 
is significant because it allows us to apply the Laplace transform and the Adomian decomposition 
method together in a new way. By combining these two methods, we can tackle the problem more 
effectively, providing clearer insights and potentially more accurate solutions than those derived from 
standard techniques. This approach has not been explored in previous studies, marking a novel con-
tribution to the literature in this area. The method employed in our research provides a significant 
advantage in addressing the nonlinear challenges of the Blasius equation. Unlike exact solutions, 
which are complex and difficult to derive due to the equation’s nature, our method offers a reliable 
approximate solution. It simplifies the process and achieves high accuracy in the results, making it 
not only effective but also user-friendly for computations. This approach allows for more practical 
applications and easier integration into further research, enhancing both the utility and accessibility 
of solving such complex equations.

Building on these developments, our paper introduces a systematic approach to solving the Blasius 
problem. We employ the Adomian decomposition method alongside the Laplace Transform, aiming to 
provide a practical and accurate solution strategy. Through this methodology, we aim to contribute 
further to the understanding of this fundamental fluid dynamics equation.

2. ADM Linked with Laplace

The main goal in this part is to use the Adomian decomposition technique combined with the Laplace 
transform. It is important to mention that dealing with integral equations in the presence of the shit-
ting property simplifies the use of the Laplace transform. As a result, our primary concern here is to 
rewrite Equation (1) as a convolution integral equation. Since y''(t) ≠ 0, because if so, the boundary 
conditions are not satisfied, we may divide both sides of equation (1) by ay″(t) to obtain the equivalent 
form as:

( ( ))
( )

( ) , ,ay t
ay t

y t
a

t¢¢ ¢
¢¢

= - ³ 0
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If we integrate both sides of the preceding equation over the interval [0, t], we get
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0t t

where C = ay''(0) is a constant to be determined later. Next, integrate the above equation and use the 
condition y'(0) = 0, we obtain
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Integration by parts of the previous equation and using the given condition y(0) = 0, we get a nonlin-
ear Volterra integral equation in convolution type of the form
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To obtain a formula for the constant C, we apply the third boundary condition y'(∞) = 1 to the equation 
(3), which yields

C a
a
y d dt

t
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The nonlinear Volterra integral equation of the first kind (4) includes both the linear term y(x) and 
the nonlinear function

F y t y
a
d t

t

n
n( ) exp ( ) ( ).( ) = -æ

èç
ö
ø÷
=ò å

=
0

0

t t
¥

  (6)

The decomposition series can normally represent the linear term y(t) of (4). The Adomian decomposi-
tion method (ADM) assumes a series solution for equation (4) in the form [6]

y t y t
n

n( ) ( )=
=
å

0

¥

 (7)

where the components yn(t), n ≥ 0 can be easily computed in a recursive manner. However, the nonlinear 
function F(y(t)) of (4) should be represented by the so-called Adomian polynomials An. Adomian [6, 10]  
developed formulas to generate Adomian polynomials for all types of nonlinearity. Let

u t a y d a y d y d y d
t t t t
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We now have
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So, the the five Adomian polynomials are given by
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Analyzing the combination of Laplace transforms with Adomian decomposition involves understand-
ing the kernel determined by the difference ( )t - x  and recalling the Laplace transform of the convo-
lution product.
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The convolution of two functions f and g, denoted as (f * g)(t), is expressed as:

L L L L{( )( )} ( ) ( ) ( ) ( )f g t f x g d f g
t

 = -{ } = ×ò 0
x x x

By taking Laplace transforms of both sides of equation (4), and representing them as equation (7) and 
the nonlinear terms as equation (6), we derive:
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Assuming y0 = 0 when a > 0 and t is small, this method facilitates the utilization of the following recur-
sive relations.
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In this case, the initial components of the solution y(t) for small values of t are
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As a result, the approximate solution depends on the variable t as well as the two constants a, C, and 
given by

y t a C C
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The constant a is predetermined, whereas the constant C can be calculated as shown in Equation (5)
and re-written as
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As Adomian polynomials [10] rely on the constant C, we conclude that an approximate value of C can 
be determined by solving the nonlinear algebraic equation.

C t C dt a
n

n
=
åò
é

ë
ê

ù

û
ú =

0
0

¥ ¥
 ( ; ) .  (13)

To estimate the constant C, set
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The Adomian polynomials can also be expressed as:
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To evaluate the above integrals, we use the following Lemma.

Lemma 2.1. The value of the integral 
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According to the above Lemma, the following integrals are needed to evaluate the constant C.
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Using the results in the Lemma together with the use of equation (12) we have
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Using only one term of the above infinite series, we can approximate the value of the constant C in 
terms of the constant a, which is C a= 0 484. . To improve the value of the constant C, we take the first 
two terms of the above infinite series and obtain a new approximation of the value of C, which is  
considered more accurate than the previous one, and is given by the value C a= 0 473. . When determining  
the value of the constant a (which is usually either 1 or 2, or in between), the value of the constant C 
is precisely determined, and thus we know the approximate solution to the Blasius equation as given 
in (11) for small values of t.

3. Applications

In the Blasius equation, understanding the behavior of the function y(t) and its second derivative at 
zero, y″(0), is crucial for practical applications. In fluid mechanics, the Blasius equation finds its util-
ity in describing the boundary layer that forms near a flat plate as fluid flows past it. This equation, 
which is both nonlinear and a boundary value problem, offers valuable insights into fluid dynamics, 
especially concerning viscous incompressible fluids. Solving this equation enables us to determine the 
shear stress on the plate, which is a critical factor in various engineering applications.
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However, numerically solving the Blasius equation poses challenges, particularly in assessing the 
function y′(t) at infinity, denoted as y′(∞). One approach to overcoming this challenge involves trans-
forming the problem into an initial value problem. This transformation allows us to find the second 
derivative at the origin, y″(0), also known as the Blasius constant. This constant is essential for cal-
culating the shear stress on the plate due to fluid movement. Once determined, numerical techniques 
can be employed to solve the initial value problem effectively.

In Table 1, we present both analytical solutions and their derivatives alongside corresponding 
numerical solutions for various values of the constant a. It’s important to emphasize that our primary 
objective is to ascertain y″(0). The precise value of the second derivative at zero, along with its upper 
and lower limits, has been extensively investigated in prior studies [4]. We have provided a compar-
ison between our method and two other methods in Table 2 to ensure the calculations of the valid-
ity and effectiveness of the obtained solution in this paper. One of the compared methods is called 
RCW; the specifics of this method are found in [22], which is a novel approach with a good idea and 
provides accurate solutions. The analytic solution from [23] serves as the second solution utilized in 
Table 2. The three approaches provide the same accuracy, as can be seen by looking at the numbers 
in Table 2. However, our method stands out due to its ease of use and straightforward computations. 
Furthermore, we are able to alter the value of the constant a at any moment without rebuilding the 
solution.

Table 1: Analytical results for y(t) and their derivatives for different values of the constant a. 
Estimated values of y(t), y′(t), y″(t) when a = 1, 1.4, 1.7, 2.0

when a = 1.0 y(t) y′(t) y″(t) 
t = 0.0 0 0 0.472884
t = 0.5 0.0590519 0.235859 0.468246
t = 1.0 0.2346053 0.463788 0.437175
t = 2.0 0.8925522 0.820933 0.251662

when a = 1.4 y(t) y′(t) y″(t) 
t = 0.0 0 0 0.399657
t = 0.5 0.0499419 0.199677 0.398447
t = 1.0 0.1993462 0.397257 0.390134
t = 2.0 0.7845731 0.763567 0.332373

when a = 1.7 y(t) y′(t) y″(t) 
t = 0.0 0 0 0.362682
t = 0.5 0.0453283 0.181272 0.362125
t = 1.0 0.1811193 0.361574 0.358271
t = 2.0 0.7184524 0.708411 0.330047

when a = 2.0 y(t) y′(t) y″(t) 
t = 0.0 0 0 0.3343766
t = 0.5 0.0417934 0.167152 0.3340861
t = 1.0 0.1670722 0.333797 0.3320652
t = 2.0 0.6500164 0.659752 0.3168332



Al-Khaled K., et al., Results in Nonlinear Anal. 7 (2024), 1–8 7

Table 2: The value of y(t) when a = 2 compared with other methods. 
t Our Method RCW [22] Analytical solution [23]

0.4 0.0266515 0.0266 0.0266
0.8 0.1061321 0.1061 0.1061
1.2 0.2379002 0.2379 0.2379
1.6 0.4203821 0.4203 0.4203
2.0 0.6500130 0.6500 0.6500

4. Conclusions

Boundary conditions at infinity are a general problem for numerical solution methods. In this paper, 
we used a combination of the Laplace Transform and the Adomian decomposition method to obtain a 
closed form solution to the Blasius equation. We also examined an analytical approximate solution for 
the nonlinear Blasius equation, which is applicable to both turbulent and laminar flow. Table 1 shows 
the results of y″(0), which were established in this study, for various values of a. Additionally, our 
solution was compared to the other solutions, and Table 2 indicates that our method exhibits excellent 
agreement with other techniques. Our solution’s accuracy and reliability are guaranteed because the 
results are completely consistent with those obtained using other powerful methods.
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