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Abstract
In the marine ecosystem, phytoplankton plays a vital role as the primary supplier of oxygen, contrib-
uting to 50% of the total oxygen production. Not only does it serve as a significant source of food for 
other species, but it also sustains life in the ocean. However, the rising ocean temperatures caused by 
global warming have severely hindered the ability of phytoplankton to generate oxygen. Furthermore, 
fishes are crucial consumers of oxygen within the marine ecosystem. This research paper presents a 
model that intricately connects the dynamics of oxygen, phytoplankton, zooplankton, and fish using 
the Caputo fractional derivative. The model aims to examine the impact of global warming on the 
collective dynamics by considering the relationship between the rate of oxygen generation, tempera-
ture, and time. The paper establishes the existence and uniqueness of solutions and also analyzes 
the stability of equilibrium points. Numerical simulations are conducted to demonstrate the impact 
of fractional derivatives and global warming on oxygen depletion and species extinction.
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Global warming is a topic of significant debate due to its widespread impact on the world. It leads 
to several issues such as floods, droughts, and rising sea levels. The marine environment is also 
greatly affected by global warming, which is of particular concern as the oceans cover almost two-
thirds of the earth’s surface and are considered a significant contributor to climate change. Rising 
temperatures caused by carbon dioxide emissions are the primary cause of global warming. The 
effect of greenhouse gases has led to a more rapid change in the climate than during the pre-indus-
trial era. Carbon dioxide, in particular, plays a crucial role in the acceleration of global warming. 
Increased greenhouse gas emissions boost the earth’s surface temperature, contributing to climate 
change, which is hazardous to the environment of marine species. The book [1] delves into numerous 
chapters discussing pivotal aspects of plankton dynamics, including topics such as plankton patches, 
spatial structures in phytoplankton populations analyzed through spectral analysis, small-scale dis-
tribution of plankton, and the biological ramifications of vertical-horizontal interactions. Meanwhile, 
the book [2] provides an overview of diverse mathematical models concerning diffusion within an 
ecological framework. Book [3] focuses on exploring the ecological implications resulting from recent 
climate change. Moreover, in [4], the exploration extends beyond the traditional Turing scenario, 
demonstrating how mathematical models and numerical simulations shed light on spatiotemporal 
patterns in ecology and epidemiology. A broad spectrum of subjects related to plankton ecology is 
encompassed within book [5]. Finally, book [6] compares seafloor-derived planktonic foraminifera 
communities of the pre-industrial era with those from sediment-trap time series, revealing differ-
ences in the Anthropocene communities of this globally distributed zooplankton group compared to 
their original, undisturbed pre-industrial state.

The United Nations Climate Change Conference was held in Glasgow, UK in 2021, and its pri-
mary objective was to decrease greenhouse gas emissions, particularly carbon dioxide emissions. 
The conference established a goal of reducing emissions by 45% by 2030, based on 2010 levels, and 
achieving net-zero emissions by the middle of the century. Although plankton is a tiny organism that 
lives in freshwater and seawater, it plays a vital role in regulating global warming. Phytoplankton 
and zooplankton are the two types of plankton. Phytoplankton is an organism that can produce its 
sustenance from water, light, carbon dioxide, or other important ingredients, and zooplankton is a 
little animal that swims in water and floats with the currents, and it is food, carbon, and energy- 
dependent on other plants and animals. Phytoplankton and zooplankton have a tight relationship. 
Zooplankton feeds on phytoplankton in the aquatic environment. Sekerci and Petrovskii developed a 
novel model that evaluated climatic change by linking oxygen, phytoplankton, and zooplankton [7]. 
Phytoplankton contributes a considerable amount of oxygen to the atmosphere, accounting for 50 to 
70% of it. When enough light is available, phytoplankton, like plants, creates oxygen through pho-
tosynthesis. This oxygen, which initially reaches water before entering the atmosphere via the sea 
surface, is a massive contribution of oxygen to the atmosphere.

Over the years, several groundbreaking research on the marine ecosystem has been done. Some 
of the biological models of phytoplankton-zooplankton interaction can be found in [8–11]. Zhang and 
Wang conducted research on the interaction model between nutrient-phytoplankton-zooplankton-fish 
in their study [12]. Meanwhile, Mishra studied the depletion of dissolved oxygen in a lake caused by 
submerged macrophytes in their work while considering constant water flow and nutrient availabil-
ity [13]. Furthermore, Ozarsian and colleagues examined the impact of global warming on the rela-
tionship between oxygen and plankton in their research. They found that rising temperatures due to 
global warming have a significant impact on aquatic environments, leading to a decrease in oxygen 
levels that can cause the death of phytoplankton species [14].

The development of fractional calculus has opened up new possibilities for mathematical model-
ing, as explored by researchers [15, 16]. Fractional derivatives (FDs), such as the Caputo, Caputo-
Fabrizio, and Atangana-Baleanu derivatives, have been used to re-examine classical problems with 
impressive results, as demonstrated by Kumar et al. [17], Gao et al. [18]. The authors in [19] have 
employed a modified SIR model, utilizing fractional derivatives, to analyze worm transmission 
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within a wireless sensor network. [20], investigates the dynamics of a fractional epidemiological 
model encompassing disease infection in both populations. Hammouch et al. presented the synchro-
nization of a variable-order fractional chaotic system in their work [21]. In [22, 23], new solution 
techniques for solving fractional differential equations are proposed by the authors. Dubey et al. 
explored the fractional blood glucose-insulin minimal model [24]. Furthermore, [25] discusses chaos 
controllability in fractional-order systems using an active dual combination hybrid synchronization 
strategy. Researchers’ interest in fractional derivatives is evident in various works, such as option 
pricing models [26], a fractional-order epidemic model with a nonlinear incidence function [27], and a 
COVID-19 infection system considering leaky vaccination efficacy [28]. In [29], authors have investi-
gated tumar growth model in the frame of fractal Caputo-Fabrizio fractional derivative. These works 
collectively demonstrate the keen interest of researchers in the application of fractional derivatives 
across diverse fields.

The application of fractional calculus to marine dynamics has also been explored, such as in the 
work of Ghanbari and Gomez-Aguilar in [30] and Ghanbari and Salih in [31], who investigated frac-
tional predator-prey models. Shi et al. [32] analyzed a nutrient-phytoplankton-toxic phytoplankton- 
zooplankton model with time delay, while Veeresha and Akinyemi [33] studied a phytoplankton-toxic 
phytoplankton-zooplankton system using the q-homotopy analysis transform method. Javidi et al. [34] 
examined a time-fractional order toxic-phytoplankton-phytoplankton-zooplankton system. Significant 
contributions in the fractional domain to the study of marine species can also be found in [35, 36].  
The effects of climate change on the marine ecosystem have been studied from a fractional calculus 
perspective by Eze and Oyesanya in [37, 38], who examined the effects of climate change on the 
Pacific Ocean, and by Din et al. [39], who investigated the behavior of climate change in a mathemat-
ical formulation using the interaction between oxygen, phytoplankton, and zooplankton.

This study examines the effects of global warming on the oxygen-phytoplankton-zooplankton-fish 
system, utilizing the Caputo fractional order derivative to incorporate the impact of temperature 
changes on the system’s dynamics. Novelty of the present work can be highlighted in terms of the 
study of three interconnected marine species under the imapct of oxygen supply and global warming. 
Even though oxygen-phytoplankton-zooplankton dynamics is studied with global warming influence, 
fishes being a major contributors to arine environment, their inclusion in the current model adds 
new observations to this dynamics. The study reveals that an increase in ocean surface temperature 
due to global warming significantly affects the rate of oxygen production by phytoplankton, leading 
to oxygen depletion and the extinction of plankton species. However, fish populations can continue 
to thrive even in the presence of oxygen depletion. We introduce some basic definitions and theorems 
related to the fractional order derivative in Section 2, followed by model formulations with classical 
and fractional order derivative descriptions in Section 3. Sections 4 through 5 discuss the existence 
of solutions, boundedness, and equilibrium points. The numerical simulations and the results are 
presented in Section 6, and the conclusion of the article is presented in Section 7.

Some necessary definitions and theorems

The Caputo FD has been used in the current work. We’ve included some definitions for Caputo FDs, 
which are employed in the paper’s primary conclusion.

Definition 2.1. [40] (Caputo FD) Assume that h(t) is an integrable and continuously differentiable 
function in [t0, τ̄]. Then, the Caputo FD of order 0 < α < 1 for a function h(t) is defined as:

 α ατ τ τ
α

− ′= −
Γ − ∫0

0

1( ) ( ) ( ) ,
(1 )

t
t t

D h t t h d  (1)

where Γ(·) denotes Gamma function.

Definition 2.2. The Riemann-Liouville fractional order integral operator is defined as [40]
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Lemma 1. [41] Consider the system:

 0 0 0 0( ) ( , ), , ( ) .tD x t h t x t t x t xα = > =
 

Here, 0 < α ≤ 1 and h : [t0, ∞) × Ω → Rn, Ω ∈ Rn. If h(t, x) satisfies the locally Lipschitz conditions con-
cerning to x, the system has a unique solution on [t0, ∞) × Ω.

Lemma 2. [40] let h(t) be a continuous function on [t0,+∞) and satisfying

 0 00( ) ( ) , ( ) ,C
t t tD h t h t h t fα λ ι≤ − + =

where 0 < α ≤ 1, (λ , ι ) ∈ R2 and λ ≠ 0 and t0 ≥ 0 is the initial time. Then,

 
0 0( ) ( ) [ ( ) ] .h t h t E t t α

α
ι ιλ
λ λ

 ≤ − − − + 
   

Theorem 2.1. [42] Consider the system of n-dimensional fractional differential equation:

 
0

( ) ( ),0 1,tD g t Ag tα α= < <  (2)

where A is an n × n matrix of constants .

1. The stability of the system’s solution, denoted as g(t), is determined by the eigenvalues of the 
system’s matrix A. Specifically, g(t) is stable if and only if the eigenvalues satisfy the condition  

arg( )
2j
απλ ≥ , where α is a given constant. Additionally, any eigenvalue with ( )

2jarg απλ =

 must have the same number of linearly independent eigenvectors as its algebraic multiplicity.

2. On the other hand, the solution g(t) is said to be asymptotically stable if all the eigenvalues 

λj of the matrix A satisfy the condition ( )
2jarg απλ > , where α is a constant. This condition 

guarantees that the solution approaches zero as t tends to infinity.

3. Model formulation

The marine ecosystem is a dynamic and intricate network that comprises a vast array of living and 
non-living components, such as different species, organic and inorganic substances, and chemical 
compounds. Building on the research of Sekerci and Petrovskii [7] and Ozarslan and Sekerci [14], 
we have developed a model to investigate the interactions among dissolved oxygen, phytoplankton, 
zooplankton, and fish populations. The model’s formulation is as follows:

 
31 2

1 2 3 4

ˆˆ ˆˆ 1 ,
ˆ ˆ ˆ ˆ

ZWXW YWdW WT X mW
d W a W a W a W a

δδ δ
τ

 
= − − − − − + + + + 
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(3)

The meaning of the parameters are as follows:
W is the concentration of oxygen.
X, Y and Z are the densities of phytoplankton, zooplankton and fish.
T̂  represents the oxygen produced within the phytoplankton cells.
δ̂ 1, δ̂ 2 & δ̂3 are the inhalation coefficients of phytoplankton, zooplankton and fish respectively.
Ĝ is maximum growth rate of phytoplankton.
â1 is the half-saturation constant of oxygen produced by the phytoplankton.
â2, â3 & â4 are half-saturation constants of inhalation of phytoplankton, zooplankton and fish 
respectively.
â5 is the half-saturation constant of phytoplankton growth.
â6 & â7 are the half-saturation constant of feeding efficiency of zooplankton and fish respectively.
m is the natural depletion rate of oxygen.
ρ represents the intraspecific conflict coefficient of phytoplankton species. 
β1 & β2 are maximum predation rate of zooplankton and fish respectively. 
ν̂1 & ν̂2 are the feeding efficiency of zooplankton and fish respectively.
ζ̂ 1 is the maximum predation rate of fish.
ζ̂ 2 is the conversion rate of zooplankton to fish population.
b̂1 & b̂2 are the half-saturation constants of phytoplankton density.
ĉ  is the half-saturation constant of zooplankton density.
σ̂ 1, σ̂ 2 & σ̂ 3 are the natural death rate of phytoplankton, zooplankton, and fish respectively.

All the parameters are taken on non-negative. To reduce the number of parameters in the system (3), 
we consider the dimensionless form of variables,

 
1 2

1
, , , , .Y ZW Xt m w x y z

a m m m
β βρτ= = = = =

 

As a result, the new dimensionless parameters can be seen as:
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Then the system (3) are as follows:
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As the primes and hats are removed for clarity, we focus on the parameters first. We obtain the most 
basic classical model (4). To maintain the dimension in the system (4) while fractionalizing the ordi-
nary derivative, we introduce a new parameter ηα−1 so that

 
0

1 ,C
t t

d D
dt

α αη −→  (5)

where η exhibits a characteristic unit of time. Now, we establish the system (4) in the sense of 
Caputo FD.
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with non-zero positive initial conditions w(t0), x(t0), y(t0), z(t0). Plankton and fish populations, and 
oxygen concentrations in aquatic ecosystems often exhibit complex dynamics. They can display 
irregular oscillations, transient behaviors, or even chaotic patterns. FDs can capture the intricate 
temporal dynamics of these systems, especially when the behavior is characterized by power-law 
relationships, non-exponential decay, or persistent memory effects. The FD allows for a more flexible 
and nuanced description of the growth and interactions between plankton, fish, and oxygen. Also, it 
has been shown that the FD is more successful in simulating real-world problems involving memory 
effects. In this context, memory refers to a sort of memory in which the dynamics of the present are 
influenced by the past. This sets off the defense mechanisms of some living organisms. In the context 
of the present model, the dynamics of the species and oxygen concentration in the water are the phe-
nomena influenced by the memory we stated here.

4. Bondedness, Existence and uniqueness of the solution

In this section, we have established the boundedness, existence and uniqueness of the solution to the 
fractional marine system presented in equation (6).

Theorem 4.1. [20] Consider ℧ = {(w, x, y, z) ∈ R4 : ||w|| < K1, ||x|| < K2, ||y|| < K3, ||z|| < K4}. All the solu-
tion of the system (6) starting in ℧+ are bounded.
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Proof. Let’s start by defining a function ψ (t) = w(t) + x(t) + y(t) + z(t). Using the Caputo type frac-
tional derivative, we get
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The inequality described above may be simplified as:

 0 3 1 3 2 1 3 3 2 2 4( ) ( ) ( ) ( ) .C
t tD t K T G K K Kαψ σ σ ν σ ν ζ≤ + + + + + + +

 

Suppose, χ = max{K2, K3, K4}. Since, W represents oxygen concentration, we can not combined it with 
other compartment. Then,

 0 3 1 1 2 2 3( ) ( 2 ) .C
t tD t K T Gαψ σ ν ν ζ σ χ≤ + + + + + +

 

By lemma2, we get
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As a result, all of the solutions of the system (6) that begin in ℧+ remain bounded in

 θ = {(w, x, y, z) ∈ ℧+|ψ (t) ≤ (σ3K1 + (T + G + ν1 + ν2 + ζ2 + 2σ3)χ ) + ε, ε > 0}.

Theorem 4.2. Consider ℧ = {(w, x, y, z) ∈ R4 : ||w|| < K1, ||x|| < K2, ||y|| < K3, ||z|| < K4} and τ̄  < + ∞. In the 
region ℧ × [0, τ̄], the solution of the system (6) exists and is unique.

Proof. We consider P(t) = (w(t), x(t), y(t), z(t)), P̄(t) = (w̄(t), x̄ (t), ȳ (t), z̄ (t)) and a function as

 h(t, P) = (h1(t, P), h2(t, P), h3(t, P), h4(t, P)),
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where h(t, P) is defined on [0, τ̄] × ℧. Here,
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where, k = η1−α. We inspect the norm as ||P(t)|| = supt∈[0,τ̄] |P(t)|. Let l = sup℧||h(t, P)||.
We shall prove that there exists some ξ, which implies that

 ||h(P) − h(P̄ )|| ≤ ξ||P − P̄ ||. (8) 

Consider,
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(9)

where ξ = max{ξ1, ξ2, ξ3, ξ4} . This gives as

 ||h(P) − h(P̄)|| ≤ ξ ||P − P̄ ||.

We will create a Picard’s operator denoted by ∆ which will be constructed by employing both the 
function h and fractional integral and this yields

 ∆P = P(0) + Iα h(t, P). (10)

We need to demonstrate that operator ∆ is contraction mapping. Let

 ||P − P(0)|| ≤ ϕ.

φ is a constant. Taking norm on (10), we obtain
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If ,
( 1) l
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 then the inequality (11) holds. We now arrive at a circumstance where the operator ∆ 

is a contraction. The steps are as follows in order to fulfill this criterion.
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Equation (12) represents that when

 

1 ,
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≤
Γ +

the Picard’s operator ∆ behave as contraction. This proves the contraction of the Picard’s operator ∆. 
Using the Banach fixed point theorem, we can conclude that the operator ∆ has a unique fixed point. 
Consequently, the fractional differential equation given in equation (6) has a unique solution, but 

only when 
( 1)

ατ
αΓ +

is less than the minimum value between 
l
φ  and 

1
ξ

5. Equilibrium points

To evaluate the points of equilibria of the system (6), we set

 0 0 0 0
0, 0, 0, 0.C C C C

t t t t t t t tD w D x D y D zα α α α= = = =

By observation, the system (6) has five equilibrium points.

1. For any set of parameter values, the trivial equilibrium point A0 = (0, 0, 0, 0) always exists.
2. The predators free equilibrium point is A1 = (w1, x1, 0, 0). In this case, the main autotroph in 

the system, phytoplankton, generates oxygen since there are no zooplankton or fish present 
in the population. With the annihilation of zooplankton and fish the system (6) reduce to the 
oxygen-phytoplankton sub-system (13) and (14).
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 Therefore, the oxygen and phytoplankton isoclines are shown by:
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3. The fish free equilibrium point is A2 = (w2, x2, y2, 0).
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 In the absence of fish population, the oxygen, phytoplankton, and zooplankton isocline are 
given by:
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(16)

4. The zooplankton free equilibrium point is A3 = (w3, x3, 0, z3).
 In the absence of the zooplankton population, then the oxygen, phytoplankton, and fish iso-

cline are given by:
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5. The coexistence equilibrium point is A4 = (w4, x4, y4, z4).
 The coexistence equilibrium A4 reaches a stable state when:
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 The Jacobian matrix of the system (6) is as follows:
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The eigen values for every steady state A0, A1, A2, A3, and A4 means the solutions of the subsequent 
characteristic equation:

 det(Ji − λI) = 0, (20)

where the matrix Ji, i = 1(1)4 is given by (19) at the steady state A0, A1, A2, A3, and A4 respectively 
and I is the unit matrix. Stability of the points of equilibrium can be seen by Theorem 2.1.

6. Numerical Simulation

In this part, we consider the generalized Predictor-Corrector numerical technique specified in [43, 
44] for solving the fractional order system (6). We analyzed the dynamic response of the theoretical 
oxygen-plankton-fish system given in equation (6). To perform this analysis, we used hypothetical 
parameter values such as G = 1.84, δ1 = 1, δ2 = 0.01, δ3 = 0.02, a5 = 0.7, σ1 = 0.07, σ2 = 0.1, σ3 = 0.1, b1 = 
0.1, b2 = 1, ν1 = 0.7, ν2 = 0.9, ζ1 = 0.04, ζ2 = 0.6, c = 1, and ai = 1 for i = 2, 3, 4, 5, 6, 7. Then, we varied 
the values of α and T within a specific range to analyze the system’s behavior. Initial conditions are 
considered as w0 = 0.385, x0 = 0.3, y0 = 0.1, z0 = 0.12. To ensure biological relevance, it is essential 
that all components and coefficients of the system are non-negative. Our main objective is to obtain 
an approximate solution of the oxygen-plankton-fish model (6) and analyze it using the Caputo-type 
fractional operator.

Figure 1 and 2 illustrate the solution profiles of system (6) for different fractional orders, namely 
α = 1, α = 0.95, α = 0.9, and α = 0.85 with a fixed amount of oxygen produced within the phytoplankton 
cells that is T = 2.12. Figure 1 depicts the effect of oxygen concentration on plankton and fish popula-
tion, as well as the correlation between plankton and fish populations for different fractional orders. 
Figure 2 is the presentation of the dynamics of the four compartments with respect to time. For α = 
1, we have observed that all the compartments tends to extinction after some time particularly afer 
t = 500. This indeed a rare circumstances. For α = 0.85 and T = 2.12, the system displays damped 
oscillations before converging towards an estimated steady state, which supports coexistence. On the 
other hand, for α = 0.9 and α = 0.95, the system exhibits periodic oscillations that expand over time.

Photosynthesis is one of the most fascinating processes on the planet. Temperature change is 
the most important factor that affects photosynthesis [45]. It was discussed in [7, 14] that the local 
water temperature influences on photosynthesis rate and therefore the production of oxygen varies 
day-to-day [46, 47]. Factor T, the oxygen generated within the phytoplankton cells, is a temperature- 
dependent parameter in the oxygen-plankton-fish system (6). To capture this dependence and to 
investigate the impact of temperature on the dynamics of the population, we have defined T as a 
linear function of time with global temperature as positive slope [7, 48].

 T = T0  f or t < t0,  T = T0 + ω (t − t0) f or t ≥ t0. (21)

Here, t0 is the initial time at which global warming commenced, T0 is the rate of oxygen production 
before the change and ω is the rate of global warming.

Considering the temperature-dependent nature of the function T, we incorporate numerical sim-
ulations to determine this dependence. To observe the impact of T(t) on system dynamics, we aim to 
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Figure 1: Two dimensional view of (A) phytoplankton versus oxygen, (B) zooplankton versus oxygen ,  
(C) fish versus oxygen, (D) zooplankton versus phytoplankton, (E) fish versus phytoplankton,  

(F) fish versus zooplankton for different fractional orders at T = 2.12.
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minimize the parameter representing global warming, denoted as ω. In Figures 2 to 7, we illustrate 
the system dynamics as the value of T and ω change over time. Specifically, the positive slopes in 
Figures 3(a), 5(a), 6(a), and 7(a) represent the variation of T with time. These visualizations pro-
vide a clearer understanding of the relationship between species population and changing oxygen 
concentrations.

Figure 3 depicts the changes in plankton and fish populations, as well as oxygen concentration, 
over time. The simulations were conducted for a initial rate of oxygen production T0 = 2, with a 
warming rate of ω = 2 × 10−5, while considering different fractional orders. We observe that the den-
sity of phytoplankton and zooplankton is directly proportional to the oxygen concentration. However, 
the fish population exhibits an increase due to their physiological ability to adapt to low ppm levels 
of dissolved oxygen in water by enhancing the flow of water over their gills. This phenomenon was 
observed for decreasing values of the fractional order α. Figure 4 provides a two-dimensional (2D) 
visualization of the same dataset, presenting a graphical representation of the interrelationships 
among plankton and fish populations and oxygen concentration.

In Figure 5, we have considered the warming rate ω = 2 × 10−5 and T0 = 2.011. At α = 0.999, 
because the oxygen concentration reaches the extinction state, plankton and fish density approach 
the point of extinction. The system exhibits periodic oscillation with a size reduction beforehand, and

subsequently, it develops the periodic oscillation with a raise in amplitude for different values of 
α. The amplitude of the oscillation is proportional to the warming. The system expands oscillations 
with larger amplitude, while the species population and oxygen concentration decrease. For α = 0.97, 
in Figure 5, we observe that dynamics of oxygen concentration, phytoplankton, zooplankton and fish 
show indentical oscillation pattern upto t = 3000. If we observe the period between t = 3000 and t = 
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Figure 2: Fluctuation of (A) oxygen concentration, (B) phytoplankton density, (C) zooplankton density,  
(D) fish density with respect to time for T = 2.12.
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Figure 3: (A) Slope of temperature function versus time, (B) oxygen concentration, (C) phytoplankton density,  
(D) zooplankton density, (E) fish density versus time attained for T0 = 2 and ω = 2 × 10−5.

4000, even though oxygen, phyoplankton and zooplankton has the largest amplitude, fish popula-
tion has the smallest amplitude. This means when all the other compartments are at their peak of 
growth, fishes are of at their lowest growth. This interesting phenomena, which can only be noticed 
under fractional order derivative, has high significance. We observe that at t = 3000 all the com-
partments experienced their fall. Microscopic organism plankton can grow faster once they get the 
environment. But the reproduction and recruitment of fishes are often influenced by factors such as 
maturity age, breeding cycle, and envirnmental condition. That means α = 0.97 depicted a situation 
where fish population experinences a time lag in this response to the increased availability of oxygen 
and plankton.
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Figure 4: Two dimensional view of (A) phytoplankton versus oxygen, (B) zooplankton versus oxygen,  
(C) fish versus  oxygen, (D) zooplankton versus phytoplankton, (E) fish versus phytoplankton,  

(F) fish versus zooplankton for T0 = 2 and ω = 2 × 10−5.
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Figure 5: (A) Slope of temperature function versus time, (B) oxygen concentration, (C) phytoplankton density,  
(D) zooplankton density, (E) fish density versus time attained for T0 = 2.011 and ω = 2 × 10−5.

Now in Figure 6, we have increased the global warming rate to ω = 10−4 keeping initial oxygen 
concentration same as T0 = 2.011. Here the extinction dynamics can be observed for α = 0.999. Rise in 
global warming caused early extinction. But other fractional derivative values away from 1 demon-
strate interesting observation. With this increased global warming rate, amplitude of oscillation 
increased in each compartment. This can be interpreated as a more relaiable observation because 
increase in global warming disturb all species on earth. In figure 7, we observe the impact of initial 
oxygen production by phytoplankton. Comparing the figures, we see that change in global warming 
impacts the amplitude of oscillation more than the change in oxygen concentration T0. Influence of the 
fish population can be observed when we compare the results of the present work with these of [14].  
In [14], for increasing value of α for T0 = 2.011 and ω = 2 × 10−5 the system exhibits periodic oscilla-
tion whereas present model exhibits non-periodic oscillation. Again for T0 = 2.065 and ω = 10−4 all 
the values of α advocate extinction dynamics in [14]. whereas the present model exhibits co-existence 
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Figure 6: (A) Slope of temperature function versus time, (B) oxygen concentration, (C) phytoplankton density,  
(D) zooplankton density, (E) fish density versus time attained for distinct fractional order and for T0 = 2.011 and ω = 10−4.

dynamics for α away from 1. Figure (3a), (5a), (6a), and (7a), reveal that oxygen prodecued in the cell 
of phytoplankton drops with the incease in the global warming. In the figures above, we have noticed 
that when α is very closed to 1, all the compartments namely oxygen, phytoplankton, zooplankton, 
and fishes go to extinction after certain period of time. But, that can not be a realistic representation 
of a ecologycal environment. Derivative values away from 1 display the circumstances of coexistence.

7. Conclusion

We utilized the Caputo fractional derivative to investigate the impact of global warming on the 
dynamics of oxygen concentration, plankton, and fish. Our study stands out for incorporating fish into 
the analysis of plankton dynamics, given their significance in the marine ecosystem as major oxygen 
consumers. We assumed that the rate of oxygen production is time-regulated and that temperature 



Premakumari RN, et al., Results in Nonlinear Anal. 7 (2024), 89–109.  107

Figure 7: (A) Slope of temperature function versus time, (B) oxygen concentration, (C) phytoplankton density,  
(D) zooplankton density, (E) fish density versus time for T0 = 2.065 and ω = 10−4.
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increase is proportional to global warming. The theoretical properties of the proposed model were 
analyzed, including uniqueness, and existence of solution. We examined how different values of α 
affect oscillation type and size, finding that integer-order derivatives lead to extinction more quickly 
than FD. We also found that α can regulate system stability. We explored the effect of initial oxygen 
production (T0) and global warming on dissolved oxygen, plankton, and fish population dynamics for 
various fractional values of α . It is noticed that higher initial oxygen production and global warming 
lead to extinction in interger order derivative sense and also for derivatives very close to one. But, 
a realistic representation of a ecologycal environment, which is survival dynamics, can be observed 
for derivative values away from 1. So, fractional derivative may be considered as the measures to be 
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taken for sustainability of a certain ecological phenomena. Notably, the rate of oxygen production 
is inversely proportional to temperature in this scenario. Our study demonstrated that the Caputo 
fractional derivatives can help analyze the coexistence of elements and species in the marine ecosys-
tem, suggesting further research into the impact of global warming on algae and coral dynamics.
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