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Abstract
A multiple linear regression model is a practical statistical model for estimating relationships 
between a continuous dependent variable and predictor variables. The model itself is linear in that it 
consists of additive terms, each representing a predictor multiplied by an estimate of the coefficient. 
In addition, a constant (free term) is usually added to the model as well. Using two bacterial species 
(wild and recombinant), this paper develops a multiple model linear regression model to predict the 
biodegradation rate of soil contaminated with different oil concentrations. According to experimen-
tal findings, using a conventional microbial strain resulted in a 26% biodegradation of oil products 
after 6 weeks of incubation, whereas using the recombinant strain resulted in a 93% biodegradation. 
Factors such as crude oil concentration, number of days of incubation, and type of microbial strain 
were discovered to significantly influence the biodegradation rate based on visual and mathemati-
cal analysis. Mathematical models were developed to predict the biodegradation rate. The equation 
developed using multiple linear regression predicted the biodegradation rate with a coefficient of 
determination R2 = 0.549. The equation developed using polynomial regression predicted the bio-
degradation rate with a coefficient of determination R2 = 0.799. The resulting equations can be used 
to understand the relationship between the variables and also to predict the biodegradation rate of 
petroleum products.
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1. Introduction 

Oil is currently one of the most commonly used raw materials for a wide variety of products required 
for human life [1]. However, the widespread use of oil and petroleum products is linked to spills, 
inevitably leading to soil contamination. Particularly, soil contamination is caused by oil well drill-
ing, storage of oil products, and their processing, transportation, and sale [2,3]. 

In turn, soil contaminated by oil products is extremely hazardous to human health as well as 
plant and animal life [4,5]. Oil spills cause various environmental issues, including plant growth and 
development delays. Furthermore, oil spills cause insufficient soil aeration, reducing its mechanical 
strength and rendering it unsuitable for construction work. Large amounts of aliphatic and aro-
matic hydrocarbons and other organic compounds are present in oil and petroleum products [6,7]. 
Therefore, the US Environmental Protection Agency has classified these substances as a priority 
environmental pollutant, including a groundwater pollutant [8].

Bioremediation is a technique for cleaning oil and petroleum-contaminated soil using microor-
ganisms. Bioremediation is a cost-effective, versatile, and efficient alternative to worldwide physical 
and chemical soil treatment [9,10].

There has been almost no research on mathematical modelling (including regression relation-
ships) of bioremediation rates for soil contaminated with oil and oil products to date. It is important 
to keep in mind that regression models are empirical models or approximation functions that are 
utilised in circumstances in which there are several independent variables. Regression models are 
used when the true functional relationship between the dependent and independent variables is 
unknown. Zhu et al. [11] emphasises that regression models use complex forms of independent vari-
ables to represent the true unknown functions accurately.

1.1. Literature Review

Multiple Linear Regression (MLR) and Support Vector Machine (SVM) algorithms were used to pre-
dict the initial and final biodegradation rate based on a dataset of 171 chemicals. An MLR model 
was used in these works for a dataset containing molecules with fewer than nine carbon atoms. The 
authors hoped to discover linear relationships between chemical structure and biological reactions 
by constructing Quantitative Structure-Activity Relationships (QSAR) using MLR models [8,12]. 
Eventually, an empirical model was developed to represent polymer biodegradation, an exponential 
function with two different constants and a variable related to the biodegradable polymer’s weight 
loss. The authors used the MATLAB Simulink platform to run the simulation. The developed mathe-
matical models have been shown in works of Benyahia et al. [9] and Dragomir et al. [13] to simulate 
the experimental data satisfactorily. 

The decomposition of crude oil in soil was studied using kinetic and statistical analyses in the 
works of Kheirkhah et al. [10] and Ani et al. [14]. The authors quantified the influence of various 
factors (including temperature) on the decomposition process using first- and second-degree kinetic 
models and single-factor analysis of variance.

A recent study Idroes et al. [15] compared linear and non-linear methods for predicting the 
Kovats retention index for 126 compounds extracted from the Lippia origanoides plant. Each com-
pound’s retention index was predicted using its molecular descriptors. There were 189 molecular 
descriptors for each compound in this study, and the best descriptors were chosen using a genetic 
algorithm (GA). It successfully selected the top five descriptors for use in constructing a multiple 
linear regression (MLR) model and an artificial neural network (ANN). Using MLR, the coefficient 
of determination R2 was 0.959, 0.946, and 0.955 in training, validation, and testing, respectively, 
and the root-mean-square error (RMSE) was 48.00, 50.84, and 47.19. Meanwhile, ANN yielded R2 
values of 0.963, 0.947, and 0.962 and RMSE values of 45.45, 50.59, and 43.20. Compared to MLR, the 
ANN model performed better, with R2 increasing by 0.004, 0.001, and 0.007 and RMSE decreasing 



Lipatov A. et al., Results in Nonlinear Anal. 7 (2024), 24–34.  26

by 2.55, 0.25, and 3.99. Based on the obtained predictive results, it is known that the ANN and MLR 
methods produce nearly comparable results.

Using optimal molecular descriptor data, Idroes et al. [16] determined Kovats retention indices 
for 51 flavour and aroma compounds. The optimal molecular descriptor was chosen using a genetic 
algorithm written in Perl. The optimal molecular descriptor was used to predict the Kovats reten-
tion index using multiple linear regression generated with R. It was demonstrated that the molec-
ular descriptor value could be determined efficiently using the free (open source) software Online 
Chemical Database. According to the findings, 51 flavour and aroma compounds yield 170 molecular 
descriptors. Six optimal molecular descriptors were chosen from these molecular descriptors based 
on 200 repetitions to construct the MLR. The best model had the following attributes: optimisation 
parameter R2 =0.981, corrected value R2=0.978, and RMSE=43.50.

Benkachcha et al. [17] has demonstrated how crucial predicting is to supply chain management. 
It enables businesses to foresee their customers’ needs and adapt accordingly. Research findings on 
how ANN and MLR can enhance the accuracy of predictions are presented in the article [17]. The 
findings indicate that ANN- and MLR-based models are highly promising for predicting problems.

Problem Statement. Based on the literature review performed, it can be concluded that the fore-
cast of the level of soil pollution with oil products is very relevant. In addition, the choice of factors 
that have the greatest impact on the degree of pollution, as well as the effectiveness of using linear 
or polynomial regression to predict the level of pollution, remains open.

Based on multiple linear and polynomial regression models, this study aims to identify signifi-
cant variables in the efficiency of the biodegradation process of oil-contaminated soil.

To this end, the following objectives must be met:

1. Selection of factors affecting the biodegradation process of oil and petroleum-contaminated soil.
2. Mathematical and visual analysis of experimental data on biodegradation of oil and petro-

leum-contaminated soil.
3. Performance comparison of the developed multiple linear correlation and polynomial regres-

sion models.

This article is further structured based on the purpose and objectives as follows: Section 2 – Methods 
and Materials – discusses multiple linear regression and polynomial regression theoretically; 
Section 3 – Results – presents the findings of experimental studies as well as developed models 
of multiple linear regression and polynomial regression; Section 4 – Discussion – covers the find-
ings obtained and compares them to those obtained by other authors, and Section 5 – Conclusions – 
 discusses the key conclusions and proposals based on the research findings.

2. Materials and Methods

The authors used data from the study of Ajona and Vasanthi [18], which presents the findings of 
studies to assess the effect of local microorganisms on hydrocarbon biodegradation, with microbial 
strains isolated from a crude oil-contaminated region. A recombinant process was performed on 
selected local microorganisms during the procedure. These wild and recombinant microbial strains 
were inoculated in soil with various oil concentrations (0.5%, 1%, 3%, 5%, and 7%) for 42 days, and 
the total petroleum hydrocarbon content was determined. The biodegradation process was studied 
after 42 days of incubation, and the results revealed that the recombinant microbial strain outper-
formed the wild microbial strain in terms of biodegradation. In the abovementioned study, forty sam-
ples with varying oil concentrations and incubation times (0, 14, 28, and 42 days) were obtained 
for both native and recombinant microbial strains. The biodegradation rate for each sample was 
recorded [11,18]. 

Indicators TPH and BD were determined as follows. 10 g of artificially polluted soil samples 
were collected at predetermined intervals of (1) zero weeks, (2) two weeks, (3) four weeks, and (4) 
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six weeks TPH, GC-MS analysis for biodegradation monitoring. For the intentionally contaminated 
soil samples, hydrocarbon (TPH) calculations were performed as follows. 10 g of each batch of arti-
ficially polluted soil sample was dissolved in 50 ml hexane and agitated for ten minutes using a 
mechanical shaker. The solution was filtered from each sample using a 1 µl Whatman filter paper 
for GC-MS. The extracted oil samples were GC-MS analyzed for hydrocarbon biodegradation levels 
(TPH). By comparing the zero-week sample areas of the peaks taken from treated samples, the per-
centage loss of biodegraded alkanes was calculated. The total concentration of hydrocarbons in the 
extracted crude oil from the microcosms before and after treatment with the two bacterial isolates, 
wild and recombinant, was monitored and recorded using GC-MS at each specified time interval. The 
percentage of deterioration was estimated using the following expression:

 100initial treated

initial

TPH TPHBD
TPH

 −
= × 
 

 (1)

Regression analysis is a quantitative research technique primarily used to examine the relationship 
between dependent and independent variables. The nature of the relationship between independent 
parameters like crude oil concentration, number of incubation days, and microbial strain type and 
the dependent parameter, biodegradation rate, was investigated in this study [11,18].

Each independent variable was first visualised in relation to the dependent variable to deter-
mine how they interacted. Then, the data were visualised to make it easier to spot patterns and 
random points, ultimately leading to the discovery of additional information. Furthermore, the data 
sets should be checked for linearity, absence of collinearity, homoscedasticity, and the presence of a 
normal distribution [19].

 MLR and polynomial regression (PR) were the two regression models used in this study to deter-
mine the relationship between the dependent and independent variables. The regression algorithm’s 
purpose was to plot the optimal fit line or curve between the data [20]. The entire dataset was divided 
into a training portion comprising 80% and a test portion comprising 20%. The regression equation 
was built with the training set and tested with the test set. A flowchart describing this study is 
shown in Figure 1.

2.1. Multiple Linear Regression

Multiple linear regression is an extension of linear regression (also known as least squares). MLR 
employs multiple independent variables to predict the outcome of the dependent variable [21,22]. The 
underlying functional relationship between the dependent and independent variables is unknown, 
but using complex forms of the independent variables, the MLR model accurately approximates the 

Start Choice of independent 
parameters 

Choice of dependent 
parameters

Development of 
regression models

Validation of regression 
models Finish

Figure 1. Mathematical Model Development Flowchart (developed by the authors).
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true unknown function [7,23]. A multiple linear regression model for n independent variables (X) 
with unknown parameters (β) and dependent variables (Y) is expressed as follows:

 ŷ = β0 + β1x1 + β2x2 + ...βnxn (2)

Where ŷ is the predictive response variable that changes as the variables x1, x2,...xn change. The 
parameter β0 is where the regression line meets the dependent variable when all independent vari-
ables equal zero. The parameters β1, β2,...βn are the estimated regression coefficients that quantify 
the relationship between the independent variables x1, x2,...xn, and the result, respectively.

2.2. Polynomial Regression

Python programming describes the relationship between an independent variable x and dependent 
variable y as an nth-degree polynomial by x for polynomial regression. E(y|x) represents the non- 
linear relationship between the value  and the conditional mean . Although PR fits a non-linear 
model to the data, this is a linear statistical estimation problem since the regression function  is 
linear with respect to the unknown parameters inferred from the data. Therefore, PR is considered a 
subset of multiple linear regression [13], [14], [24], [25]. The general form of a nth-degree polynomial 
regression equation with one independent variable is as follows:

 ŷ = β0 + β1x + β2x2 + ...βnxn (3)

Where ŷ is the expected response variable, and x is the independent variable.
In some cases, such as this one involving the MLR model, the optimal line (i.e. a first-degree 

polynomial) is insufficient. Typically, the second- (or higher) degree polynomial can fit curves to cal-
ibration data.

3. Results

Figure 2 illustrates the relationship between crude oil concentration and biodegradation rate. The 
graph indicates that as concentration levels rise, biodegradation significantly decreases. Moreover, 
linearly, this means a downward trend. With an increase in oil concentration from 0.5 to 7%, the 
degree of biodegradation rate from ~95% to ~20%.

The effect of the number of incubation days on the biodegradation rate is shown in Figure 3. 
Clearly, there is an upward trend here. The biodegradation rate increased sharply from 0 to ~95 % 
with the number of days (from 0 to 42).

Wild and recombinant microbial strains are the two organisms under study of Zhu et al. [11], 
Ajona and Vasanthi [18]. Because these microbial strains are categorical data, they have been 
assigned numerical values 1 and 2 to represent wild and recombinant microbial strains, respectively. 
Figure 4 shows how the biodegradation rate changes depending on the microbial strain (organism). 
Microbial strain no. 2 has much more biodegradable rate (~95 %) in comparison with microbial strain 
no. 1 (~25 %).

Table 1 shows the wild and recombinant organisms’ total petroleum hydrocarbon (TPH) and bio-
degradation potential (BD) content.

The data shown in Figure 4 and Table 1 show that the recombinant type has a higher biodegra-
dation rate than the wild microbial strain. 

The recombinant microbial strain is discovered to perform better than the wild strain in terms of 
biodegradation rate. Furthermore, the biodegradation rate increases with lower concentrations and 
longer incubation times.

The Python-programmed MLR model used in this study is calculated from a training dataset and 
has the following structure:

  BD = –21.699 – 4.423C + 0.928D + 28.628M (4)
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Figure 2. Biodegradation Rate vs Oil Concentration (developed by the authors based on [17]).
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Figure 3. Biodegradation Rate vs Incubation Period (developed by the authors based on [17]).
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Where BD is the expected biodegradation rate, C is the crude oil concentration, D is the number 
of incubation days, and M is the microbial strain type, which takes values 1 and 2 to represent wild 
and recombinant microbial strains. The coefficient of determination of the MLR model (R2) is 0.549. 
The low R2 value explains why highly variable data points are scattered around the regression line. 
Hence, relying on the resulting MLR equation for accurate predictions is impossible. 

A training dataset is used to examine the relationship between the dependent and independent 
variables (80% of the total data) to develop a polynomial regression model. As a result, the following 
PR equation is developed:

BD =  24.324 + 14.827C + 3.423D + 5.739M – 1.659C2 – 9.312CD – 20.745CM – 7.672D2  
+ 27.562DM + 5.858M2 (5)

Where BD is the expected biodegradation rate, C is the crude oil concentration, D is the number of 
incubation days, and M is the microbial strain type, which takes values 1 and 2 to represent wild 
and recombinant microbial strains. The PR model’s R2 value is 0.799, indicating that most of the 
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Table 1. TPH and BD of Wild and Recombinant Strains.

Time, weeks Wild organism Recombinant organism
TPH BD, % TPH BD, %

0 3.91E+08 - 3.8E+08 -
2 3.35E+08 13 1.8E+08 57
4 3.17E+08 20 1.2E+08 72
6 2.88E+08 26 3.2E+08 93

Source: Developed by the authors based on [18].

variation in the response variable is concentrated at its mean value. Generally, the higher the R2, the 
better the regression model fits the data.

4. Discussion

According to the findings, laboratory soil samples containing various microbial strains were used to 
determine TPH biodegradation. TPH biodegradation was especially rapid during the first two to four 
weeks of incubation. The pattern of crude oil decomposition in the soil revealed a rapid early decom-
position stage followed by a period of slight concentration change. Samples were collected and ana-
lysed every fourteen days. Both bacteria’s biodegradation capacity was assessed. The recombinant 
bacteria performed better than the wild bacteria. Two regression models were developed to simulate 
the biodegradation rate of crude oil using wild and recombinant microbial strains. 

To compare our results with the results obtained by other authors, we can use the data presented 
in the study of Michael-Igolima et al. [26]. In this work, it was shown that biological methods for 
cleaning soil from oil pollution are quite effective and have the prospect of further practical appli-
cation. Particularly, Rodriguez-Campos et al. [27] conducted bioremediation study of hydrocarbon 
contaminated soil using vermremediation, phytoremediation, and bioaugmentation individually and 
in combinations. Results obtained after 112 days showed that the 3 techniques were able to degrade 
hydrocarbon in the soil. However, the highest TPH removal was with earthworms and bacteria 
(86.4%), followed by earthworms plus plants plus bacteria (82.7%), and bacteria (82.6%). Biological 
method can be used in natural attenuation after chemical or physical remediation to restore soil 

Figure 4. Biodegradation Rate vs Microorganism Type (developed by the authors based on [17]).
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flora and fauna. Valderrama et al. [28] reported 80% degradation of PAH (polycyclic aromatic hydro-
carbons) in soil by chemical oxidation, however, the maximum cleanup efficiency was achieved by 
combining chemical and biological methods. Similarly, Tsai and Kao [29] reported 90% clean-up effi-
ciency by combined methods of chemical and biological remediation. The studies show that combined 
remediation is an effective soil remediation method, integrating biological methods in the treatment 
train enhances the remediation process and restores soil flora and fauna.

Before employing any statistical analysis, it is critical to understand its origin, scope, and lim-
itations [18,30]. The assumptions that must be considered when employing linear regressions were 
examined and supported by data. It is noteworthy that despite polynomial regression accommodat-
ing a non-linear model with the data, the regression function is linear with respect to the unknown 
parameter obtained from the data. Consequently, it is deemed linear in the context of statistical esti-
mation. Data visualisation aids in testing the assumptions accounted for in linear regression.

As in this case, multiple linear regression models are frequently used to predict certain crude oil 
and petroleum product properties. 

A multiple linear regression method was used in the study of Hussein and Abdula [31] to predict 
vitrinite reflectance from acoustic and resistivity logs in the Shaykhan-2 well for the Sargelu and 
Naokelekan formations. The oil matrix rock that reached the oil window and produced hydrocarbons 
was anticipated to have higher acoustic and resistivity log readings than the oil matrix rock that is 
still in the diagenesis stage and has not produced oil or gas. The presence of a conductive oil phase 
(pyrobitumen) and an increase in residual water salinity due to the solubility of water vapour in the 
produced gas are two possible explanations for the decrease in resistivity with increasing maturity. 
A multiple linear correlation model was used to achieve the best agreement between the vitrinite 
reflectance measured on cuttings samples and the vitrinite reflectance predicted from logging data in 
the Shaykhan-2 well.

The concentration of oxidised fatty acids (OFA) in first-press olive oil samples with varying oxi-
dative status was estimated using Fourier-transform infrared spectroscopy (FTIR) followed by mul-
tivariate spectral data processing [32]. The oils’ FTIR spectra (4000–700 cm-1) were divided into 25 
wavelength regions. The normalised absorbance of the peak areas in these regions was used as a 
predictor. MLR models were developed to predict OFA concentration. MLR model with eight predic-
tors could predict OFA concentration with an average error of 17% after the data were transformed 
from the cubic root. Since they are more prone to oxidation, the main wavelength regions chosen to 
construct this MLR model corresponded to the C–H double bond (trans and cis, stretch), –C–H (CH2, 
stretch asym), O–H (in-plane bending), C–O (stretch), –H–C double bond C–H– (cis?) and double 
bond CH2 (wagging).

The study of Ozturk and Basar [33] aims to reduce ship-generated air pollution and shipping oper-
ating costs by implementing measures to improve voyage management efficiency. This study’s meth-
odological approach is based on decision support systems (DSSs). DSSs were created using Multiple 
Linear Regression Analysis (MLRA) forecasting methods and ANN for Fuel Oil Consumption (FOC). 
FOC forecast models were developed using voyage report data from 19 container vessels, including 
revolutions per minute (RPM), pitch, average draught, trim, weather conditions, and FOC variables. 
The FOC forecasting models’ compatibility values (76–90%) were satisfactory. The developed models 
compared the performance of MLRA and ANN methods for FOC prediction and showed the effect of 
RPM, trim, ballast, and weather conditions optimisation methods on energy efficiency. The results 
show that optimising RPM, trim, weather routing, and ballast can save 32–37%, 6.5–8%, 7–12%, and 
6–8%, respectively.

Regression equations not only aid in predicting the response variable but also in comprehending 
the relationship between the independent variables and how they influence the dependent variable. 
According to the regression models and graphs, the recombinant microbial strain is more biode-
gradable than the wild strain. Additionally, the biodegradation rate is negatively impacted by crude 
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oil concentration while positively impacted by incubation days. Finally, the recombinant microbial 
strain with the least amount of crude oil and the longest incubation time demonstrated maximum 
biodegradation.

The following are some observations and suggestions for future research based on this study:

1. Understanding the structure and natural balance of existing bacteria in contaminated areas 
is fundamental to developing new bioremediation techniques as a functional tool for cleaning 
up crude oil-contaminated environments.

2. Identifying and using oil-feeding bacteria will aid in bioremediation techniques. This cost-ef-
fective and environmentally friendly method can be implemented at all oil-contaminated 
sites, thereby helping to protect the environment.

5. Conclusions

This study identified significant variables for the efficiency of the bioremediation process of oil-con-
taminated soil based on multiple linear and polynomial regression models.

To accomplish this, experimental data were analysed using microbial strains from an area con-
taminated with crude oil to determine how local microorganisms influence hydrocarbon biodegra-
dation. These wild and recombinant microbial strains were exposed to various oil concentrations 
(0.5%, 1%, 3%, 5%, and 7%) in soil for 42 days, and the total petroleum hydrocarbon content was 
determined. The biodegradation process was studied after 42 days of incubation. The study described 
above yielded 40 samples with varying oil concentrations and incubation times (0, 14, 28, and 42 
days) for both the local and recombinant microbial strains. The corresponding biodegradation rate 
was recorded for each sample.

It was determined through mathematical and visual analysis that variables like crude oil concen-
tration, the number of incubation days, and the type of microbial strain significantly impacted the 
biodegradation rate. 

According to experimental findings, using a conventional microbial strain resulted in a 26% 
biodegradation of oil products after 6 weeks of incubation, whereas using the recombinant strain 
resulted in a 93% biodegradation.

Mathematical models were developed to predict the biodegradation rate. Using multiple linear 
regression, an equation was made that could predict the biodegradation rate with a determination 
coefficient of R2 = 0.549. Using polynomial regression, the same equation could predict the biodegra-
dation rate with a determination coefficient of R2 = 0.799.

The resulting equations can be used to understand the relationship between the variables and 
predict the biodegradation rate.
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